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Abstract
NMR spectroscopy can be used to investigate organic and biomolecular structures, both as pure compounds and in complex mixtures. In this thesis NMR spectroscopy was used for carbohydrate and metabonomic studies.

Lipopolysaccharides are major components of the outer cell membrane of Gram-negative bacteria and are involved in pathogenic interactions. The structure of a lipopolysaccharide from the human pathogen *Plesiomonas shigelloides* was analyzed by NMR spectroscopy and mass spectrometry. The structure contained an O-specific polysaccharide with a tetrasaccharide repeating unit. The core oligosaccharide was an undecasaccharide with previously not reported heterogeneity within the carbohydrate backbone.

Hyaluronan is a glycosaminoglycan with high viscosity and water-retaining ability. Hydroxy protons of hyaluronan oligosaccharides were studied by NMR spectroscopy in aqueous solution to investigate hydrogen bonding interactions and hydration. Weak hydrogen bonding was observed between hydroxy protons and the ring oxygens over the β(1→3) and β(1→4) glycosidic linkages. A chemical exchange interaction was also identified between O(4)H of N-acetylglucosamine and O(3)H of glucuronic acid across the β(1→3) linkage. The interaction could be mediated through water bridges and thus contribute to the water-retaining ability of hyaluronan.

Polyunsaturated fatty acids are essential nutritional components of marine lipid sources. A 1H HR-MAS NMR method was developed to determine the amount of essential polyunsaturated fatty acids in fish muscle without any pretreatment. Additionally, the small metabolite profile of the fish muscle was obtained, which can be used to determine fish quality.

Caloric restriction is known to increase the lifespan of rats. In order to evaluate the metabolic responses to graded caloric restriction in rats, blood serum was analyzed by NMR spectroscopy. Multivariate analysis showed a decrease in blood lipids and alanine, and an increase in creatine and 3-hydroxybutyrate as a response to caloric restriction.
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1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is used in many different chemical contexts, from structure analysis of biomolecules, to structure determinations of small organic molecules, and analysis of metabolites in biological systems. Since the first observation of NMR signals from paraffin (Purcell et al., 1946) and water (Bloch et al., 1946), NMR spectroscopy has expanded to one of the major techniques in chemistry.

However, the history of structural biology and chemistry goes back all the way to the ancient Greece, where the word atom, from ‘atomos’ meaning indivisible, first appeared. Molecules were later introduced in the nomenclature in the 18th century. In 1806 the Swedish chemist Jöns Jacob Berzelius made the first distinction between organic and inorganic chemistry (Berzelius, 1806), which came to be the start of the development of organic chemistry.

In the early 20th century, molecular structures were still two-dimensional, but a number of new techniques for structural analysis were being developed, mainly by physicists. X-ray crystallography made it possible to determine the three-dimensional structure of small organic compounds, as well as of macromolecules like proteins and nucleic acids. The early use of X-ray crystallography on biomolecules led to breakthroughs like the discovery of α-helices and β-sheets as secondary structural elements of proteins (Pauling & Corey, 1951; Pauling et al., 1951) and the double-helix of DNA (Watson & Crick, 1953).

An intrinsic property of X-ray crystallography is that it requires crystals of the sample. If the molecule does not crystallize, which is the case for most complex carbohydrates and membrane proteins, NMR spectroscopy is a good alternative. NMR spectroscopy can be used to analyze the structure of a molecule in solution and since most biomolecules occur and interact in aqueous solution that is an advantage. NMR spectroscopy has become one of the most common techniques for the determination of protein structures and it is crucial in the analysis of complex carbohydrates.
This thesis is a contribution to the broad area of NMR spectroscopy of biomolecules and biological systems, with emphasis on carbohydrates and metabonomics. NMR spectroscopy will be briefly introduced in chapter 2, followed by the structure analysis of carbohydrates in chapter 3. Also other techniques for structure analysis of carbohydrates will be mentioned. In chapter 4 the conformational analysis of carbohydrates is presented, with special focus on NMR spectroscopy of hydroxy protons. Metabonomics as an approach to analyze metabolites in biological systems is then introduced in chapter 5.

The introduction ends up in four applications of NMR spectroscopy, which are the basis for this thesis. Chapter 6 and paper I describe the structural analysis of a lipopolysaccharide (LPS) from the bacterium *Plesiomonas shigelloides* by NMR spectroscopy and mass spectrometry (MS). This analysis of the primary structure of a carbohydrate is followed by the analysis of hydrogen bonding in hyaluronan oligosaccharides by NMR spectroscopy of hydroxy protons (chapter 7 and paper II). A metabonomics approach is then exemplified by the quantitative analysis of n-3 fatty acids (FA) in intact Arctic char (*Salvelinus alpinus*) muscle by high-resolution magic angle spinning (HR-MAS) NMR spectroscopy (chapter 8 and paper III) and the analysis of blood serum from obese rats under caloric restriction (CR) by NMR spectroscopy and multivariate analysis (chapter 9 and paper IV).
2 NMR spectroscopy

This chapter will give a short introduction to NMR spectroscopy, with emphasis on the experiments that I have been using throughout the work presented in this thesis. NMR is a physical phenomenon with several different applications from liquid NMR spectroscopy and solid-state NMR spectroscopy to magnetic resonance imaging. This introduction will be limited to liquid NMR spectroscopy and HR-MAS NMR spectroscopy, which is used for semi-solid samples.

2.1 Nuclear magnetic resonance

Elementary particles possess three quantum numbers defined by the Schrödinger equation: The principal quantum number \( n \), the angular quantum number \( l \), and the magnetic quantum number \( m_l \). A fourth quantum number, the spin quantum number \( m_s \), was described by Dirac (1928) through a combination of quantum mechanics and Einstein’s theory of relativity.

The spin quantum number is a fundamental property of elementary particles, making the difference between quarks and leptons \( m_s = \frac{1}{2} \) which constitute matter, and elementary bosons \( m_s = 1 \) or \( 0 \) for the Higg’s particle) which represent the forces that bind quarks and leptons together. When quarks are merged into protons and neutrons the overall spin is \( \frac{1}{2} \). They are therefore called spin-\( \frac{1}{2} \) particles, where also electrons are included. Adding protons and neutrons together to different atomic nuclei can result in integer or half-integer spins. Spin \( \frac{1}{2} \) \((^1\text{H}, ^{13}\text{C}, ^{15}\text{N})\), spin 1 \((^2\text{H} \text{ and } ^{14}\text{N})\), and spin 0 \((^{12}\text{C} \text{ and } ^{16}\text{O})\) are among the most common in biomolecules.

When the spin is non-zero, there is an angular magnetic moment \( \mu \), defined by \( m_l \) and \( m_s \). This is a vector where the size and direction are quantized, thus restricted to certain numbers. The maximum value of the \( z \)-component of \( \mu \) is described by

\[
\mu_z = \gamma \hbar l
\]
where $\gamma$ is the gyromagnetic ratio, $\hbar$ is the reduced Planck constant and $I$ is the spin state of the nucleus. There are $2I+1$ different values of $I$, varying from $+I$ to $-I$ in integer steps. Hence spin-½ particles have two allowed spin states: $+\frac{1}{2}$ and $-\frac{1}{2}$.

By applying an external magnetic field, $B_0$, along the $z$ axis an energy difference between the spin states will arise. The energy difference, $\Delta E$, between two adjacent energy levels is

$$\Delta E = \gamma \hbar B_0$$

The splitting into multiple states affects the distribution between the spin states according to the Boltzmann distribution

$$\frac{N_{-\frac{1}{2}}}{N_{+\frac{1}{2}}} = e^{-\Delta E/kT}$$

in which $N$ is the population of a spin state, $k$ is Boltzmann’s constant, and $T$ is the absolute temperature. Since the spin state $+\frac{1}{2}$ is slightly lower in energy (if $\gamma$ is positive) it will be slightly more populated.

The magnetic moments are actually not lined up parallel to the $z$ direction, but are circulating with a defined frequency, called the Larmor frequency ($\nu_0$). This motion, called precession, is due to the force generated by $B_0$ and is related to $\Delta E$ by the Planck relation $E = h\nu$, in which $h$ is Planck’s constant.

Like other kinds of spectroscopy, NMR spectroscopy is based on the absorption and emission of electromagnetic radiation due to an energy difference. This energy difference, $\Delta E$, is equivalent to radiation of $\nu_0$, which for atomic nuclei is in the radiofrequency region. For a proton in a magnetic field of 14.1 T the frequency is 600 MHz, which is called the resonance frequency.

Some NMR active nuclei that are common in biomolecules are summarized in Table 1. Nuclei with high natural abundance, spin-½, and a high $\gamma$ are advantageous in NMR spectroscopy, since they give rise to high sensitivity. $^1$H and $^{31}$P are perfect choices in biomolecular NMR spectroscopy, because of high natural abundance and high $\gamma$. $^{13}$C is more difficult to study because of the low natural abundance and $^{15}$N has both a low natural abundance and a low $\gamma$. However, there are techniques to observe $^{13}$C and $^{15}$N via $^1$H (e. g. by polarization transfer), and $^{13}$C and $^{15}$N are also extensively studied in e. g. proteins and nucleic acids by labeling.
Table 1. Properties of some NMR active nuclei found in biomolecules. 1

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Natural abundance (%)</th>
<th>Spin (I)</th>
<th>$\gamma/10^7$ rad T$^{-1}$ s$^{-1}$</th>
<th>Frequency$^2$/MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1$H</td>
<td>99.99</td>
<td>$\frac{1}{2}$</td>
<td>26.75</td>
<td>600.00</td>
</tr>
<tr>
<td>$^2$H</td>
<td>0.01</td>
<td>1</td>
<td>4.11</td>
<td>92.10</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>1.07</td>
<td>$\frac{1}{2}$</td>
<td>6.73</td>
<td>150.87</td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>0.37</td>
<td>$\frac{1}{2}$</td>
<td>-2.71</td>
<td>60.82</td>
</tr>
<tr>
<td>$^{31}$P</td>
<td>100.00</td>
<td>$\frac{1}{2}$</td>
<td>10.84</td>
<td>242.88</td>
</tr>
</tbody>
</table>

1. Values were taken from Harris et al. (2001).
2. In a magnetic field of 14.1 T.

2.2 The chemical shift

The electron clouds surrounding the nuclei induce local magnetic fields. The actual field in the microenvironment of a specific nucleus is thus determined by the electrons surrounding that nucleus, neighboring atoms and solvent atoms. This property, called shielding, affects the resonance frequency so that nuclei with different microenvironments have small differences in their resonance frequencies. The actual resonance frequency is expressed by

$$\nu = \frac{\gamma B_0 (1 - \sigma)}{2\pi}$$

where $\sigma$ is the shielding constant. The variation of the resonance frequency with shielding is measured by the chemical shift, $\delta$, and is expressed as the difference in resonance frequency compared to a reference standard. To avoid that the chemical shift is dependent on the magnetic field $B_0$, it is derived as the ratio between the difference in frequency of an arbitrary nucleus $i$ and the reference $r$, and the frequency of the reference (Harris et al., 2001):

$$\delta = \frac{\nu_i - \nu_r}{\nu_r}$$

Since the numerator is expressed in Hz and the denominator in MHz, chemical shifts are normally expressed in ppm (Harris et al., 2001). In $^1$H and $^{13}$C NMR spectroscopy, tetramethylsilane (TMS) is used as a reference, but in D$_2$O solutions sodium 3-(trimethylsilyl)-1-propanesulfonate (DSS) is an alternative reference (Harris et al., 2001) because of better solubility.

2.3 Excitation and relaxation

Protons in a magnetic field of 14.1 T (600 MHz) have a difference in energy ($\Delta E$) of $4.0 \cdot 10^{-25}$ J. According to the Boltzmann distribution, at 25 °C this corresponds to a population difference of 1 in about 10,000. Compared to other
spectroscopic techniques like X-ray, UV and IR, this is a very small energy
difference and the population difference could seem to be negligible. Neverthe-
less, the net magnetization, which is the sum of all individual spins, can be
used in NMR spectroscopy. The net magnetization is a vector in the +z direction,
but when a frequency pulse is applied that is identical to the Larmor fre-
quency the magnetization will be shifted from the z axis on to the y axis. The
relaxation of the magnetization from the xy plane back to the z axis can then be
detected as the resonance.

Relaxation is divided into one component parallel to the z axis, known as
spin-lattice relaxation with time constant $T_1$, and a second component perpen-
dicular to the z axis, known as spin-spin relaxation with time constant $T_2$. The
“lattice” is the surroundings of the nuclei, to which energy can be transferred if
there is a magnetic field fluctuating at the Larmor frequency. Since the fre-
quency range of the lattice is wide, the probability of a certain spin to be able
to transfer its magnetization is low, and thus the NMR relaxation times are
long compared to other spectroscopic techniques (Freeman, 1988).

The main mechanisms for spin-lattice relaxation are dipole-dipole relaxa-
tion, relaxation due to shielding anisotropy, and spin-rotation relaxation
(Freeman, 1988). Dipole-dipole relaxation is due to the motion of neighboring
magnetic dipoles, which causes fluctuating magnetic fields. Shielding aniso-
tropy arises because the shielding of the nucleus depends on the orientation of
the molecule with respect to the $B_0$ field direction. Spin-rotation relaxation is
due to small magnetic fields induced by the moving charges of the electrons as
the molecule rotates.

Dipole-dipole relaxation of one spin can enhance the signal of another spin.
This, so-called, nuclear Overhauser effect (NOE) is used to enhance the weak
signals of low-abundance $^{13}$C and to measure proximity of protons through
space (Freeman, 1988). The latter application is used in conformational studies
of biomolecules to measure inter-proton distances ($r$) by the dependence of the
NOE intensity to $r^{-6}$.

Spin-spin relaxation is due to the gradual loss of phase coherence of the
precessing spins over time. This does not alter the energy of the spin system,
but the NMR signals become broader. Mechanisms of spin-lattice relaxation
also affect spin-spin relaxation, but there are additional interactions that solely
have an effect on $T_2$ relaxation. One such interaction is chemical exchange,
where one nucleus is replaced by another nucleus with random precession, but
without affecting the energy of the system. Another source of signal broadening
is inhomogeneities of the magnetic field $B_0$, which causes chemically
equivalent nuclei to precess with slightly different Larmor frequencies and thus
a loss of phase coherence.
Molecules with slow molecular tumbling, such as macromolecules or solids, are dominated by $T_2$ relaxation ($T_2 < T_1$), whereas molecules with fast molecular tumbling are influenced in the same manner by spin-lattice and spin-spin relaxation and $T_2 = T_1$ (Freeman, 1988). The rate of different relaxation mechanisms determines the time-scale of the NMR experiment, which is usually in the range of milliseconds to seconds for $^1$H and milliseconds to minutes for $^{13}$C.

### 2.4 One-dimensional NMR

NMR experiments are carried out by applying a strong radiofrequency pulse with a short duration (microseconds) close to the resonance frequency. The magnetization is pushed from the $z$ axis towards the $y$ axis (a 90° pulse) or, for a longer pulse, further to the $-z$ direction (a 180° pulse). The induced magnetization along the $y$ axis is detected as the free induction decay (FID). This time domain function is converted into the frequency domain (the spectrum) by a Fourier transformation (FT; Figure 1).

![Figure 1. Signals in the time domain (FID) and in the frequency domain from a $^1$H NMR experiment of glucuronic acid in deuterated water (D$_2$O). The truncated signal at 4.7 ppm originates from HDO.](image)

The information that can be extracted from a $^1$H NMR spectrum is not restricted to the chemical shift, which is used to determine the chemical surroundings of a proton due to differences in electronic shielding, but also involves coupling constants, the linewidth, and the relative intensities of the signals (Figure 2).

Coupling constants have their origin in the influence of neighboring spins on the nucleus being observed. This scalar spin-spin coupling is transferred through the electrons of chemical bonds and can yield additional structural information. Scalar coupling constants can be homonuclear or heteronuclear.
The one-bond scalar coupling between \(^1\)H and \(^{13}\)C (\(^1\)J\(_{\text{CH}}\)) is only visible in a \(^1\)H NMR spectrum as small \(^{13}\)C satellites, due to the low abundance of \(^{13}\)C and \(^{12}\)C being magnetically inactive (spin 0). On the other hand, homonuclear \(^1\)H-\(^1\)H coupling strongly affects the spectrum by splitting of the signals into multiplets.

The area under a \(^1\)H NMR signal is proportional to the abundance of that proton in the sample. This is essential in structural analysis and makes quantitative NMR possible.

![Figure 2. The anomeric region of a \(^1\)H NMR spectrum of a mixture of maltose and β-cyclodextrin in D\(_2\)O, showing signals with differences in chemical shifts, coupling constants, and intensities. The truncated signal at 4.75 ppm originates from HDO.](image)

2.4.1 Spin echoes

The manipulation of spins by applying different pulse sequences is the basis of NMR spectroscopy. One common spin sequence is the spin echo experiment, or the CPMG experiment, named by its inventors Carr and Purcell (1954), and Meiboom and Gill (1958). It allows the phase coherence that is lost by magnetic field inhomogeneity to be refocused by a 180° pulse in the \(xy\) plane – an effect similar to an echo. The pulse sequence can be described as \(90°-(\tau-180°-\tau)_n\), where \(\tau\) is a time delay for the evolution of the precession and \(n > 1\) gives a ‘train’ of spin echoes, which removes effects of molecular diffusion (Figure 3A).

The CPMG experiment was originally developed to measure \(T_2\) relaxation times (Meiboom & Gill, 1958), but it has also been used extensively to im-
prove linewidths by removing effects of field inhomogeneity. The spin echo sequence is an important tool for spectral editing, for instance by eliminating unwanted resonances from the spectrum. Signals with short $T_2$ relaxation times can be eliminated by the CPMG experiment to filter out the broad lines of macromolecules. Modulation of coupling constants ($J$ modulation) and suppression of solvent signals (see section 2.4.3) can also be achieved by spin echo applications.

Figure 3. Schematic representations of the following pulse sequences: A) the CPMG experiment, B) the STE experiment with pulsed field gradients, and C) the BPP-LED experiment.

2.4.2 Diffusion NMR

The use of spin echoes to determine diffusion coefficients was realized already by Hahn (1950). Instead of removing the effects of molecular diffusion by repeating the spin echo sequence, the fact that spins are spatially labeled by the application of magnetic field gradients can be utilized. Originally, continuous gradients were used, but the advantage of pulsed field gradients (PFG) was later demonstrated (Stejskal & Tanner, 1965).

Hahn (1950) described the appearance of a stimulated echo (STE) after three 90° pulses, with a delay, $\Delta$, between the two gradient pulses that is correlated to the diffusion coefficient of the observed molecule. The inclusion of PFG for defocusing and subsequent refocusing of the spins in the $xy$ plane (Figure 3B) further improved the experiment (Stejskal & Tanner, 1965).

However, the use of gradient pulses induces eddy currents in the surrounding metal structures of the probe and the magnet, which leads to spectral distortions (Johnson, 1999). Gibbs and Johnson (1991) introduced the longitudinal eddy current delay (LED) sequence to diminish the effects of eddy currents by the additional element 90°-$T_\text{e}$-90°, where $T_\text{e}$ is an eddy current delay.
The eddy currents were further reduced by replacing the PFG pulses with two gradient pulses of different polarity, separated by a 180° pulse (Wu et al., 1995) – the so-called bipolar pulse LED (BPP-LED) sequence (Figure 3C).

Diffusion NMR experiments can be used for spectral editing purposes. Resonances from small molecules with fast diffusion can be filtered out, leaving signals from large molecules.

A pseudo-2D version of the diffusion experiment, DOSY (diffusion ordered NMR spectroscopy; Figure 4), has been developed, where the differences in diffusion coefficients can be clearly visualized by increasing gradient strength in the F1 dimension (Johnson, 1999). This technique can be used to investigate complex mixtures (Novoa-Carballal et al., 2011) and intermolecular interactions (Brand et al., 2005).

![Figure 4. DOSY spectrum (BPP-LED sequence) of a mixture of maltose and histidine in D₂O.](image)

**2.4.3 Water suppression**

NMR samples are often dissolved in deuterated solvents, such as D₂O or deuterated chloroform (CDCl₃), to prevent the appearance of a huge solvent peak in the spectrum. However, biological fluids, used in metabonomic NMR applications, are most often H₂O solutions. Exchangeable protons of biomolecules are
also observed in H$_2$O solution, because they are replaced with deuterium in D$_2$O solution.

The water signal of 110 M water protons in an aqueous solution introduces problems with the dynamic range and its broad appearance masks other signals of the sample. However, the water signal can be removed from the spectrum by water suppression.

The simplest way to achieve water suppression is by presaturation of the water peak. The transmitter frequency is set on the water resonance and a long, weak pulse is applied before the acquisition pulse (Figure 5A and 6A). Nearby proton resonances are, however, also partly presaturated, as well as signals which are in exchange with water (Freeman, 1997).

![Figure 5. Schematic representations of the following water suppression pulse sequences: A) water presaturation, B) NOESY presaturation, C) WATERGATE, and D) excitation sculpting.](image)

Presaturation techniques suffer from residual “humps” from the water signal. These can be suppressed by application of a 1D nuclear Overhauser effect spectroscopy (NOESY) experiment (Figure 5B and 6B), where presaturation is applied during the relaxation delay and the mixing time (Neuhaus et al., 1996).

The use of pulse field gradients has further improved water suppression experiments (Freeman, 1997). Water suppression by gradient tailored excitation (WATERGATE) is a way to defocus the spins by a gradient pulse, followed by refocusing of all signals except the water signal by a second gradient pulse (Piotto et al., 1992), thus a gradient spin echo (Figure 5C and 6C). In contrast to presaturation techniques, the WATERGATE sequence retains signals in exchange with water.

A drawback of the WATERGATE sequence is the inclusion of phase distortions caused by the selective pulses for the water signal. By doubling the
WATERGATE sequence, hence using a double pulsed field gradient spin-echo (DPFGSE), these phase distortions could be minimized (Hwang & Shaka, 1995). This sequence, known as excitation sculpting (Figure 5D and 6D), is as the WATERGATE sequence used for water suppression in many 2D experiments.

Figure 6. Spectra of fucose (0.2 M) in H$_2$O/acetone-$d_6$ (85:15) at 0 °C with the use of A) water presaturation, B) NOESY presaturation, C) WATERGATE, and D) excitation sculpting.

2.5 Two-dimensional NMR

The introduction of a second dimension (or even higher dimensions when using labeled samples) is essential for the structure analysis of biomolecules. The most common 2D NMR experiments in the structure analysis of unlabeled material (e. g. carbohydrates, peptides or natural products) will be described briefly.

2.5.1 Homonuclear 2D experiments

Homonuclear through-bond correlations can be detected by chemical shift correlation spectroscopy (COSY), where the pulse sequence is 90°-$t_1$-90° (Figure 7A). The two 90° hard pulses are separated by a variable period ($t_1$) for evolution of scalar couplings by coherence transfer (Freeman, 1997). COSY
requires that the scalar couplings are large enough to allow coherence transfer during $t_1$ and usually only correlations due to geminal and vicinal couplings are observed.

Figure 7. Schematic representations of the basic pulse sequences of the: A) COSY, B) DQF-COSY, C) TOSCY, D) NOESY, and E) ROESY experiments.

The use of a double-quantum filter (DQF) by an extra 90° pulse and phase cycling or gradients, converts double quantum coherences into observable magnetization (Figure 7B). In a DQF-COSY spectrum, signals from single quantum coherence, including singlet diagonal peaks and the solvent (HDO) peak, are absent. The triple-quantum filtered (TQF) COSY experiment can be used to eliminate resonances from both singlets and two-spin systems, but the sensitivity is decreased compared to DQF-COSY.

To observe all proton-proton correlations within the entire spin system the total correlation spectroscopy (TOCSY) experiment is used. After an initial 90° pulse and a variable evolution period, a spin lock with a defined mixing time is introduced (Figure 7C). The spin lock is achieved by a broadband decoupling scheme, such as MLEV (Bax & Davis, 1985a) or decoupling in the presence of scalar interactions (DIPSI) (Shaka et al., 1988). Different mixing times can be used to observe parts of or the entire spin system.

The NOESY pulse sequence consists of three 90° pulses, separated by a variable period ($t_1$) and a fixed period ($t_m$, the mixing time; Figure 7D). During the mixing time, magnetization is transferred between neighboring spins via dipole-dipole interaction, and protons close in space (less than ca. 5 Å) will show NOE. The mixing time can be adjusted to observe NOE to spins at various proximity. Interactions through chemical exchange also show cross-peaks in NOESY spectra.

The magnitude of the NOE is dependent on the correlation time of the molecule under investigation. Small molecules with short correlation time exhibit a positive NOE, whereas medium-sized molecules exhibit a very small
or even no NOE. Larger molecules, on the other hand, display large but negative NOE. To overcome the problems with medium-sized molecules, rotating-frame nuclear Overhauser effect spectroscopy (ROESY) can be used.

The pulse sequence of the ROESY experiment is similar to TOCSY, with an initial 90° pulse and a variable evolution period, followed by a spin lock (Figure 7E). However, the spin lock is optimized for magnetization transfer through NOE rather than through scalar couplings. In the rotating frame the NOE remains positive over all correlation times and can be distinguished from chemical exchange by different signs of the cross-peaks. Whereas NOEs give rise to negative cross-peaks (compared to diagonal peaks), chemical exchange cross-peaks are positive.

There are several possible artifacts in NOESY and ROESY spectra that have to be considered. COSY-type peaks due to coherence transfer through scalar couplings can be observed, but in ROESY spectra they are out-of-phase compared to other cross-peaks. TOCSY-type peaks can be observed in ROESY spectra due to the similar spin lock pulses, but they can be distinguished from NOEs by their different sign of the cross-peaks (Bax & Davis, 1985b).

Magnetization can also be transferred by two subsequent NOE steps during the mixing time, so-called spin diffusion. This is a problem in both NOESY and ROESY spectra. However, cross-peaks related to spin diffusion can be distinguished from direct NOEs by their different build-up curves from NOESY spectra or by their different signs in ROESY spectra (Bax et al., 1986).

2.5.2 Heteronuclear 2D experiments

The observation of $^{13}$C resonances is difficult due to the low natural abundance of $^{13}$C (1.1%). 2D NMR experiments have been developed to utilize the high abundance of $^1$H resonances for the determination of $^{13}$C resonances through heteronuclear coupling.

One extensively used heteronuclear 2D experiment is the $^1$H-$^{13}$C heteronuclear single-quantum coherence (HSQC) experiment, where $^1J_{\text{CH}}$ couplings are used to monitor C-H correlations. It is based on double INEPT (Insensitive nuclei enhanced by polarization transfer) steps (Figure 8A), which is based on transfer of magnetization from one nuclei to another by inversion of their populations. Polarization is transferred from $^1$H to $^{13}$C, and then back to $^1$H by a reversed INEPT step. $^{13}$C resonances are thus detected by $^1$H, which gives an enhancement of the $^{13}$C responses due to the favourable polarization and relaxation properties of protons (Freeman, 1997).
To investigate two- and three-bond heteronuclear connectivities, and thus also carbons without any attached protons, the heteronuclear multiple bond correlation (HMBC) experiment is used. The pulse sequence is, as in the HSQC experiment, based on magnetization transfer from $^1$H to $^{13}$C and then back to $^1$H again (Figure 8B). However, the mechanism is not polarization transfer, but rather coherence transfer and the delay for evolution of C-H couplings is adjusted to the small long-range C-H couplings (ca. 0-20 Hz), instead of the much larger one-bond couplings (ca. 100-300 Hz).

### 2.6 HR-MAS NMR

Line broadening effects become a big problem if the conditions for liquid state NMR spectroscopy are used for solid or semi-solid samples. These effects arise primarily from dipole-dipole interactions, chemical shift anisotropy, differences in magnetic susceptibility, and, in the case of quadrupolar spins ($I > \frac{1}{2}$), quadrupolar interactions. They all contain the factor $3 \cos^2 \theta - 1$, where $\theta$ is the angle between the spin and the $B_0$ field. In a liquid sample this factor is averaged by molecular tumbling and narrow lines can be observed. However, fast rotation of a solid sample at an angle where $3 \cos^2 \theta - 1$ becomes zero can be used to mimic the molecular tumbling and thus to eliminate the effects of dipole-dipole interaction and chemical shift anisotropy (Hennel & Klinowski, 2005). This angle $\theta = 54.7^\circ$ is called the magic angle and is equiva-
lent to the angle between the edge of a cube and the adjacent space diagonal (Figure 9).

\[ \theta \approx 54.7^\circ \]

*Figure 9. Schematic representation of a HR-MAS NMR rotor.*

In solid state NMR spectroscopy there are additional challenges because the rate of rotation required to average the dipolar interactions is very high (several tens of kHz). This has limited the use of solid state NMR to mainly $^{13}$C NMR with high power $^1$H decoupling to remove the $^1$H-$^{13}$C dipolar couplings and cross-polarisation (CP-MAS) to improve the $^{13}$C sensitivity. The introduction of very fast MAS probes with spinning rates up to 70 kHz has made it possible to apply solid state NMR to biomacromolecules, such as membrane proteins (Varga & Watts, 2008).

In HR-MAS of semi-solid samples, e. g. gels, cell cultures, or tissue samples, the anisotropic interactions are partially averaged by molecular tumbling and spinning of just a few hundred Hz is required to remove residual dipolar interactions and variations in magnetic susceptibility (Lindon et al., 2009). Spinning sidebands are still observable at those frequencies of rotation and spin rates in the range of the sweep width of the spectrum (typically 4-6 kHz) is used to remove them (Hennel & Klinowski, 2005). In contrast to CP-MAS, the same experiments as in liquid NMR can be used.

HR-MAS NMR spectroscopy is increasingly applied in the analysis of e. g. bacterial cells (Li, 2006), foodstuff (Valentini et al., 2011), and in metabonomic studies (Lindon et al., 2009).
Carbohydrate analysis

Carbohydrates are one of the most important classes of biomolecules, together with proteins, nucleic acids and lipids. The origin of carbohydrates can be traced to the light-independent reactions of photosynthesis, where plants and algae produce hexoses from carbon dioxide and water through the Calvin cycle. These monosaccharides are then used as energy deposits in plants and animals, in the form of starch and glycogen, respectively. Carbohydrates are also used for structural purposes: Cellulose, arabinoxylans and pectins are used in plant cell walls, chitins in fungi cell walls and in exoskeletons of insects, and glycosaminoglycans are used to maintain hydration in animal tissues. A third use of carbohydrates in biological systems is for adhesion and signaling, especially on cell surfaces. Many antigens, recognized by the immune system, are carbohydrates that are conjugated to proteins or lipids. Blood group antigens and LPSs on the surface of Gram-negative bacteria are examples of glycoproteins and glycolipids, respectively.

As the name indicates, carbohydrates were originally regarded as hydrates of carbon, with the empirical formula $C_n(H_2O)_n$, but later investigations found out that they are not hydrates of carbon, but polyhydroxy aldehydes and ketones. The molar ratio 2:1 between hydrogen and oxygen is only true for the most common monosaccharides like glucose ($C_6H_{12}O_6$).

Carbohydrates are divided into mono-, oligo- and polysaccharides. Monosaccharides are the monomers, which are building blocks for oligo- and polysaccharides. There is no strict borderline between oligo- and polysaccharides even though a chain of more than 10 monosaccharides is usually regarded as a polysaccharide (Kamerling, 2007). However, the difference can also be regarded as structure dependent, where polysaccharides are usually built up of several repeating units (RU), whereas oligosaccharides are restricted to a few RU or a non-repeating structure.
The primary structure of an oligo- or polysaccharide is, as in proteins, the sequence of the building blocks. There is no simple carbohydrate sequencing method,\(^1\) like there are efficient protein, RNA and DNA sequencing methods. This is due to several facts: Carbohydrates constitute of more than 100 different sugar residues, whereas proteins are built up of 20 amino acids and nucleic acids of 4 canonical nucleotides. Carbohydrates can be branched and have several different available positions for substitution, whereas proteins and nucleic acids are linear chains with only two possible linkage positions. In addition to these structural differences the biosynthesis of carbohydrates is different from that of proteins and nucleic acids. Instead of one ribosome or polymerase catalyzing the linking of different templates, carbohydrates are synthesized by several different enzymes, responsible for different substitutions.

Hence the determination of primary carbohydrate structures is not a high-throughput process. It usually involves NMR spectroscopy and/or mass spectrometry, with parallel use of chemical analysis. If the material is a polysaccharide, the first step is often a chemical degradation to provide oligo- or monosaccharides, which are easier to study by NMR spectroscopy and mass spectrometry.

### 3.1 Chemical degradation

Chemical degradation of carbohydrates can be divided into 1) hydrolysis of the linkage between a carbohydrate chain and another molecule, for example the protein in a glycoprotein or fatty acyl chains in a glycolipid, 2) hydrolysis of glycosidic linkages, connecting carbohydrate residues, and 3) breakage of the ring structure of carbohydrate residues.

A complete acidic hydrolysis of an oligo- or polysaccharide yields the monosaccharides. This is done with a strong acid, like hydrochloric acid or trifluoroacetic acid, at high temperatures (≥100 °C) for several hours. The monosaccharide structures can then be determined by gas chromatography (GC) or liquid chromatography (LC) analysis.

Some glycosidic linkages are more easily hydrolyzed than others. For example, 3-deoxy-D-manno-octulosonic acid (Kdo) is more susceptible to hydrolysis than other monosaccharides, due to its acid labile ketosidic linkage.

---

1. There are attempts to construct a carbohydrate sequencing method and this has been achieved for proteoglycans (Li et al., 2012) by a combination of enzymatic cleavages and mass spectrometric analysis. However, it has only been used for glycosaminoglycans so far, which have a disaccharide RU with different degrees of sulphation.
Thus, a mild acidic hydrolysis with acetic acid (1% in water) can be used for hydrolysis of Kdo only, which is used for delipidation of LPSs (see section 6.1.1).

### 3.2 Chemical analysis

Chemical analysis with comparison to known reference samples is still important for the determination of carbohydrate structures, in spite of more modern techniques like NMR spectroscopy and MS/MS analysis. The most common chemical analysis methods are sugar analysis, methylation analysis and determination of absolute configuration from 2-butyl glycosides.

Sugar analysis is usually performed by reduction of the monosaccharides, or the pre-hydrolyzed oligo- or polysaccharide, with sodium borohydride to alditols and subsequent acetylation with acetic anhydride and pyridine to alditol acetates (Sawardeker et al., 1965), which can be analyzed by GC (Figure 10). One sugar gives rise to one peak in the chromatogram and the retention time and mass spectrum can be compared to reference standards. Uronic acids cannot be determined by this method because they form unvolatile sodium salts after reduction with sodium borohydride.

![Figure 10. Procedure for sugar analysis exemplified by D-glucose.](image)

An alternative method for sugar analysis is the use of methyl glycosides after methanolysis of the sample. The oligo- or polysaccharide is dissolved in dry methanol and hydrochloric acid or acetyl chloride is added to catalyze the formation of methyl glycosides. The methyl glycosides are then usually trimethyl-silylated to yield volatile compounds that are useful for GC analysis. However, the equilibrium caused by the acidic methanalysis will facilitate the formation of all possible anomers. Hence peaks from both α- and β-pyranosides, as well as α- and β-furanosides, will be observed in the GC chromatogram.

Monosaccharides are divided into D- and L-sugars, depending on the configuration of the highest-numbered chiral carbon atom. To determine this absolute configuration, diastereomers can be formed, which will have different retention times even on an achiral GC column. By using (S)-2-butanol to form the (S)-2-butyl glycosides from methyl glycosides, this can be achieved in a...
simple way (Figure 11). The trimethylsilyl derivatives can then be used for GC-MS analysis (Gerwig et al., 1978).

![Figure 11. Procedure for the determination of absolute configuration by preparation of (S)-2-butyl glycosides, exemplified by d-glucose. BSTFA stands for N,O-bis(trimethylsilyl)trifluoroacetamide and TMCS stands for trimethylchlorosilane. The furanosides are also formed to some extent in the methanolysis and butanolysis steps. N-Acetylated sugars are re-N-acetylated after methanolysis and butanolysis.]

The linkage pattern of oligo- and polysaccharides is traditionally studied by methylation analysis. The sample is first methylated by treatment with dimethyl sodium and then methyl iodide (Hakomori, 1964) or with methyl iodide in a sodium hydroxide solution (Ciucanu & Kerek, 1984). These permethylated sugars are then hydrolyzed, reduced and acetylated in the same way as in a sugar analysis, to obtain partially methylated alditol acetates (PMAA; Figure 12). The position of \( O \)-acetylation is either the position of a glycosidic linkage, or the position for ring-closure before reduction was performed. \( O \)-Acetylation on position 5 indicates a pyranoside, whereas \( O \)-acetylation on position 4, but not on position 5, indicates a furanoside.

![Figure 12. Procedure for methylation analysis, exemplified by 4-substituted d-glucose.]

3.3 NMR spectroscopy

NMR spectroscopy has become one of the most important techniques for structural analysis of carbohydrates. Carbohydrates are rich in the NMR active
nuclei $^1\text{H}$ and $^{13}\text{C}$. However, most of carbohydrate protons and carbons resonate in a narrow spectral range of $\delta_{\text{H}}$ 3.2-4.5 ppm and $\delta_{\text{C}}$ 61-76 ppm.

The determination of carbohydrate structures has therefore focused on signals appearing outside this crowded region, referred to as “structural-reporter groups” (Vliegenthart et al., 1983). These signals correspond for example to anomeric protons at 4.4-5.5 ppm, methyl groups of $N$-acetylated sugars at ~2 ppm and H-6 of 6-deoxy sugars like rhamnose and fucose at 1.1-1.3 ppm.

Another approach is to use computer-aided techniques to overcome the complexity of carbohydrate NMR spectra. CASPER is a database that is used to predict chemical shifts of carbohydrates and can be used to rule out irrelevant structures (Lundborg & Widmalm, 2011; Roslund et al., 2011).

3.3.1 Monosaccharide constituents

The number of different residues in a given carbohydrate can be determined by inspection of the anomeric region of a 1D $^1\text{H}$ spectrum or a $^1\text{H},^{13}\text{C}$-HSQC spectrum. Anomeric protons resonate at 4.4-5.5 ppm and anomeric carbons at 91-109 ppm. Even though a $^1\text{H}$ spectrum can give information about the number of residues, there are also other resonances that can interfere with the anomeric signals, including signals from ring protons next to $O$-acytELations, which are shifted downfield to the anomeric region. Also H-2 of HexNAc and H-4 and H-5 of GalA can be mistaken for the upfield part of the anomeric region. Furthermore, there are monosaccharides without any anomeric proton, including ketoses and ulosonic acids (e.g. Kdo).

The number of sugar residues with anomeric protons (thus aldoses) is best determined by a $^1\text{H},^{13}\text{C}$-HSQC experiment, where other possible protons are sorted out by the downfield shift of the anomeric carbon signals, due to the hemiacetal character of this carbon.

The anomeric configuration can be deduced by the chemical shift of the anomeric protons, where $\alpha$-anomers resonate at higher frequencies than $\beta$-anomers. However, the chemical shifts of the anomeric protons are also affected by other factors, especially glycosylation to other sugars, thus making this method less reliable. The vicinal coupling constant between H-1 and H-2 of aldopyranosides indicates whether the orientation of the two protons is axial-axial (7-8 Hz), equatorial-axial (~4 Hz), axial-equatorial (<2 Hz) or equatorial-equatorial (<2 Hz) (Jansson et al., 1987). To determine the anomeric configuration of aldopyranosides unequivocally the one-bond proton-carbon coupling constants ($^1J_{\text{C-1,H-1}}$) can be measured with a non-decoupled $^1\text{H},^{13}\text{C}$-HSQC experiment. For D sugars in the $^4\text{C}_1$ conformation, a $^1J_{\text{C-1,H-1}}$ of ~170 Hz indicates an $\alpha$-anomeric configuration whereas $^1J_{\text{C-1,H-1}}$ of ~160 Hz indicates a $\beta$-anomeric configuration (Duus et al., 2000).
The configuration of the different monosaccharides can be obtained from vicinal scalar coupling constants between ring protons. $^3J_{H-1,H-2}$ has already been mentioned for the determination of the anomeric configuration. In a similar way all ring protons can be investigated, thus giving information about their respective axial or equatorial orientation. This can be determined by a TOCSY experiment with long mixing time (100 ms or more), where sugar residues with manno, galacto and gluco configurations can be distinguished by a qualitative inspection of the cross-peak intensities (Gheysen et al., 2008). Sugars with manno configuration can be followed from H-1 to H-2, galacto configuration from H-1 to H-4, whereas sugars with gluco configuration can be followed all the way from H-1 to H-6.

To complete the assignment of $^1$H and $^{13}$C signals from each monosaccharide, HSQC-TOCSY, NOESY, ROESY and HMBC experiments can be used. HSQC-TOCSY is especially useful on complex carbohydrates, where the carbon dimension helps to solve the overlap of different spin systems. NOESY and ROESY experiments are used to complete the assignment when the coupling constants between ring protons are too small to give rise to cross-peaks in TOCSY spectra, such as between H-2 and H-3 in mannose and between H-4 and H-5 in galactose. 1,3-Diaxial correlations are than used to “jump over” this bottleneck of a TOCSY experiment. In parallel, HMBC experiments can be used to support the $^{13}$C assignments.

3.3.2 Linkage and sequence
Glycosylation leads to a 4-10 ppm downfield shift of the carbon signal at the substitution position compared to an unsubstituted monosaccharide (Bubb, 2003). The most reliable method to determine which sugar residues that are linked together and at which position, is to look for correlations over the glycosidic linkages in HMBC spectra. NOEs over the glycosidic linkage can also be helpful, but should be used with some care due to possible NOEs occurring between sugar residues that are close in space, but far away from each other in the carbohydrate chain (Bubb, 2003).

3.3.3 Position of substituting groups
Many sugars are substituted by acetyl, sulphate, phosphate and other groups. Substitutions affect the chemical shift of the proton and carbon resonances where the group is located. The determination of this, usually downfield, shift should be accompanied by HMBC experiments to observe $^3J_{C,H}$ (acetyl group) or $^3J_{P,H}$ (phosphate group) couplings between the ring proton and the substituent. Acetyl groups show characteristic methyl signals at ~2 ppm, which can be traced to ring protons by NOE.
3.4 Mass spectrometry

In structural elucidations of an unknown compound, it is advantageous to confirm a structure derived from NMR data using a complementary technique. For carbohydrates this second (or first) technique is typically MS. MS data can provide accurate information about the mass of a carbohydrate molecule and MS analysis requires much smaller amounts of sample compared to the analysis by NMR spectroscopy.

MS analysis of fragments of the carbohydrate molecule can yield information about the sequence of sugar residues, possible branching, glycosylation sites and substitution pattern. Different isomers of sugars can be difficult to distinguish without the inclusion of a chromatographic step prior to the MS analysis.

Mass spectrometers contain an ion source, a mass analyzer, and a detector. In the ion source the sample molecules are converted into ions of some charge state, \( z \). Ions are subjected to an electric field that guides them towards the mass analyzer and away from the ion source. The mass analyzer separates the ions in space or time according to their respective mass-to-charge (\( m/z \)) ratios, before they reach the detector. The mass spectrum is the resulting detector signal intensity for each \( m/z \). There are several different ways of designing mass analyzers. The quadrupole filter, quadrupole trap and time-of-flight (TOF) are common for analysis of carbohydrates.

The choice of ionization method is determined by the volatility of the sample. For volatile samples, electron ionization (EI) is the most common ionization method. Mass spectrometers using EI are often coupled on-line with gas chromatography (GC-MS). In the EI ion source sample molecules are bombarded with electrons to generate positively charged ions, which are often immediately fragmented further.

\[
M + e^- \rightarrow M^+ + 2e^-
\]

Less volatile compounds can be ionized with electrospray ionization (ESI). In ESI a solution of the sample is sprayed at atmospheric pressure through a capillary placed in a strong electric field. Charged droplets are generated in the spray, which gradually become smaller by evaporation of the solvent. The droplets are transported towards the ion source and a region with lower pressure. When the droplets are small enough for the electrostatic repulsion between ions at the surface to exceed the surface tension of the liquid, free ions are formed. ESI is a soft ionization technique typically producing protonated or deprotonated molecular ions without fragmentation. However, these ions can be fragmented by a subsequent step, often a collision induced dissociation (CID). In CID the ions are allowed to collide with a gas (nitrogen or helium.
gas) and depending on the collision energy, which is controlled by electrical potentials, the amount of fragmentation can be adjusted.

Non-volatile compounds can also be ionized by matrix-assisted laser desorption ionization (MALDI). In MALDI the sample is prepared by mixing the analyte molecules with a solution of UV absorbing matrix molecules. A small amount of the mixture is placed on a metal plate and as the mixture dries the analyte molecules co-crystallize with the matrix molecules. The sample plate is transferred to the ion source of the mass spectrometer, where it is irradiated by a pulsed UV laser beam. The matrix is excited by the laser energy that causes matrix and analyte molecules to simultaneously desorb from the surface into the gas phase. Charge exchange with the matrix leads to the formation of free analyte ions, which can eventually be detected, often by a TOF detector. MALDI-TOF is especially advantageous when working with carbohydrates of high mass.

3.4.1 EI fragmentation
EI is a hard ionization technique and carbohydrates usually do not give any molecular ion, but primary fragments can be used for identification.

The fragmentation of alditol acetates yields primary fragments by elimination of an acetylxy group \((M - AcO)^+\) or by cleavage of the alditol chain (Lönngren & Svensson, 1974). The symmetry introduced by converting sugars to alditols can be avoided by reduction with sodium borodeuteride, which labels C-1 with a deuterium atom (Cui, 2005).

PMAA form primary fragments by \(\alpha\)-cleavage. Cleavage between two methoxylated carbons occurs rather than cleavage between two acetyloxylated carbons (Figure 13). The methoxylated carbon carries the positive charge, rather than the acetyloxylated carbon (Lönngren & Svensson, 1974). Secondary fragments are formed by elimination of methanol, acetic acid and ketene \((\text{CH}_2\text{CO})\).

The fragmentation of PMAA of different 2-deoxy-2-\((N\text{-methylacetamido})\)-hexoses obey the same fragmentation rules, with the difference that cleavage between C-2 and C-3 is favored, producing a main diagnostic ion at \(m/z\) 158 (Schwarzmann & Jeanloz, 1974). This ion readily eliminates ketene to produce its daughter ion at \(m/z\) 116.

3.4.2 CID fragmentation
The major fragments produced by CID fragmentation of oligosaccharides are the result of cleavage at the glycosidic linkages. In positive ion mode the oxygen in a glycosidic bond is protonated and the bond is cleaved preferentially so that the glycosidic oxygen is retained on the reducing sugar moiety and a gly-
cosyl cation (B ion) is formed (Domon & Costello, 1988). If the positive charge instead is maintained on the reducing fragment a Y ion is formed (Figure 14).

![Figure 13. Mass spectrum of 1,2,5-tri-O-acetyl-3,4,6-tri-O-methylgalactitol, corresponding to 2-substituted Galp. Typical primary fragments are indicated, as well as some abundant secondary fragments.](image)

**Figure 14.** Formation of B and Y ions in positive ion mode.

In negative ion mode (Figure 15), B and Y ions are formed by accommodation of the negative charge on the glycosidic oxygen (Y ion) or on a hydroxyl group (B ion). However, fragmentation in negative mode also produces ions where the glycosidic oxygen is retained on the non-reducing fragment, yielding C ions with the negative charge on the glycosidic oxygen and Z ions with the negative charge on a hydroxyl group of the reducing fragment (Domon & Costello, 1988).
In addition to cleavage of glycosidic linkages, fragments can also be formed by cleavage across the sugar ring. Such fragments with the charge on the reducing or non-reducing part of the oligosaccharide are termed X and A ions, respectively. To determine where the ring has been broken a superscript (\(^{k,l}_A\) or \(^{k,l}_X\)) is used to indicate which bonds that have been broken. A subscript is used to indicate where the chain is cleaved (\(A_i, B_i, C_i, X_j, Y_j, Z_j\)). The first glycosidic linkage from the reducing end is equivalent to \(i = 1\) or \(j = 1\). If the chain is branched the different antennae are distinguished by adding Greek letters to the subscript, with the longest antennae termed \(\alpha\).
4 Carbohydrate conformation

The conformation of carbohydrates is defined by the monosaccharide ring conformation and (for oligo- and polysaccharides) the conformation of the glycosidic linkages. In aqueous solution, the individual carbohydrate-water interactions are important to determine the conformation of carbohydrates (Engelsen et al., 2001). These interactions are an interplay between intra-molecular hydrogen bonds and the amount of hydrogen bonding with water, also referred to as the hydration.

The conformation analysis of carbohydrates can be done by NMR spectroscopy, where NOEs and scalar coupling constants are essential for the determination of the conformation (Widmalm, 2013), as well as residual dipolar couplings, relaxation times and in the case of exchangeable protons also temperature variation of resonances and $^1\text{H}/^2\text{H}$ solvent exchange rates (Wormald et al., 2002).

Usually an ensemble of conformations is present, due to the high flexibility of carbohydrates, and in the time scale of NMR spectroscopy an average of these conformations is observed. To obtain more detailed predictions, molecular dynamics (MD) simulations are used, which give a measure of the residence time of individual hydrogen bonds and Ramachandran plots of the angles of the glycosidic linkages (Widmalm, 2013). However, there is a need for experimental evidence to prove or disprove the predictions made by MD simulations.

In this chapter, the conformation of sugar rings and glycosidic linkages will be described briefly, followed by a description of hydroxy protons as a tool in the investigation of carbohydrate conformation by NMR spectroscopy.

4.1 Monosaccharide conformation

Pyranoside sugars prefer, similarly to cyclohexanes, the chair conformation, which is a rigid structure. The chair can be interconverted to another chair by a
“ring-flip”, but this conversion is usually not observed on the NMR time scale for pyranoses. The two chairs are denoted $^4C_1$ and $^1C_4$, where the superscript number refers to the atom that lies on the side of a reference plane of the atoms C-2, C-3, C-5 and the ring oxygen, from which numbering appears clockwise, and the subscript refers to the atom on the other side (Figure 16). D-Pyranoses usually adopt the $^4C_1$ conformation and L-pyranoses adopt the $^1C_4$ conformation, due to the larger number of equatorial hydroxyl groups (Bubb, 2003). There are, however, examples of rapid interconversion between $^4C_1$ and $^1C_4$ forms, e.g. demonstrated on D-GlcNAc (Sattelle & Almond, 2011).

![Figure 16](image-url) The two chair conformations $^4C_1$ and $^1C_4$ are illustrated for β-D-glucose and β-L-glucose, respectively.

Other less frequently found conformations of monosaccharides are, for example, the skew boat of sulfated iduronic acid (Ferro et al., 1986) and the half chair of 4,5-unsaturated glucuronic acid (Jin et al., 2009). Compared to pyranoses, furanosides have a higher degree of ring flexibility and are usually described as an equilibrium between twist ($T$) and envelope ($E$) forms (Bubb, 2003).

### 4.2 The glycosidic linkage

The glycosidic linkages of oligo- and polysaccharides are the main origin of flexibility in those structures. The conformation of the two bonds C-O-C that constitute the glycosidic linkage are defined by the torsion angles $\phi$ and $\psi$ (Figure 17), and in the case of an exocyclic carbon, as in 1→6 linkages, the angle $\omega$ is added (Kamerling, 2007).

The torsion angle $\phi$ is restricted by the *exo*-anomeric effect, which favors a $\phi_{H_1-C_1-O_n-C_n}$ (where $n$ is the substitution position) of $+40^\circ$ in β-D- and α-L-hexopyranosides, and $-40^\circ$ in α-D- and β-L-hexopyranosides (Widmalm, 2013). The $\psi_{C_1-O_n-C_n-H_n}$ angle is usually in the range $+50^\circ$ to $-50^\circ$. These preferences lead to a *syn* conformation, where the anomeric proton is on the same side of plane as the proton on the substitution position of the adjacent sugar (Hn). Usually a strong NOE can be observed between those protons and is often the only inter-residue NOE that can be used as a conformational constraint (Wormald et al., 2002).
There are rare examples of glycosidic linkages that exhibit minor amounts of an opposite orientation of the rings, called an anti conformation, with \( \phi \) or \( \psi \) of about 180°. Experimental evidence of anti conformations have been reported for \( \beta\)-D-Gal-(1→3)-\( \beta\)-D-Glc-OMe (Dabrowski et al., 1995), a methyl glycoside and a 1-phosphate derivative of \( \alpha\)-cellobiose (Larsson et al., 2004; Lipkind et al., 1985), a \( \beta\)-D-Glc-(1→4)-\( \alpha\)-D-Glc element of a core oligosaccharide from a LPS (Masoud et al., 1994), and from the \( \beta\)-D-Glc-(1→2)-\( \beta\)-D-Glc element of a trisaccharide (Landersjö et al., 1997). Hence, anti conformations have been observed in both disaccharides and in large oligosaccharides, and in both 1→2, 1→3, and 1→4 linkages, but only in linkages between a \( \beta\)-anomeric position and a position on a glucose.

4.3 Hydroxy protons

Hydroxy protons have an important role in the conformation of carbohydrates, by their hydration and participation in hydrogen bonding. NMR spectroscopy of hydroxy protons is used to characterize their hydrogen bonding and to obtain additional NOEs around the glycosidic linkages, which can be used to help define the conformation.

Hydroxy protons are not observed in D\(_2\)O solutions of carbohydrates by NMR spectroscopy, because of their rapid exchange with deuterium from the solvent. In an aprotic solvent, like DMSO, they are easily observed, but the conformation of the sugar may differ and hydrogen bonds that exist in DMSO may be found not to persist in aqueous solution (Leeflang et al., 1992).

Instead H\(_2\)O solutions can be used under conditions where the rate of exchange with water is slowed down. This is achieved by lowering the temperature to below 0 °C, adjusting the pH to 6-7, and removing any traces of metal ions that can catalyze the exchange of hydroxy protons with water. Sub-zero temperatures have been used without freezing of the sample by means of supercooling (Poppe & Halbeek, 1994) or highly concentrated solutions (Batta & Kövér, 1999), but the most common strategy is to add 10-15% of an organic solvent such as acetone or methanol (Sandström & Kenne, 2006). It has been
shown that the addition of acetone-$d_6$ does not alter the conformation of carbohydrates (Bekiroglu et al., 2003; Hawley et al., 2002). Full solvation of di-carboxylic acids even occurred in a 90% acetone-$d_6$/10% H$_2$O solution (Lin & Frey, 2000).

Hydroxy protons in aqueous solutions resonate in a part of the $^1$H NMR spectrum ($\delta$ 5-7.5 ppm) that is isolated from other protons, which facilitates their assignment. Hydroxy protons are further characterized by the use of chemical shifts, temperature coefficients, coupling constants, NOEs/ROEs and rate of exchange.

Protons involved in hydrogen bonds are usually deshielded due to their proximity to an electronegative acceptor atom. However, intra-molecular hydrogen bonds in aqueous solution are in most cases not persistent on the NMR time scale, due to the competing inter-molecular hydrogen bonding with water. There are only a few examples of persistent hydrogen bonding in aqueous solution evidenced by a downfield shift, mainly from phenols (Kontogianni et al., 2013; Exarchou et al., 2002).

Carbohydrates are strongly hydrated by hydrogen bonding between hydroxyl groups and water molecules, where the hydroxyl group can act both as acceptor and donator of hydrogen bonds. The chemical shifts of hydroxy protons will become a balance between deshielding due to enhanced intra-molecular hydrogen bonding and shielding due to reduced hydration (Bekiroglu et al., 2004).

Chemical shift differences ($\Delta\delta$), which is the difference between the chemical shift of a hydroxy proton of an oligosaccharide and the same hydroxy proton in the corresponding monosaccharide, have been measured in a variety of oligosaccharides to determine the influence of hydrogen bonding and hydration on the chemical shift (Bekiroglu et al., 2003; Ivarsson et al., 2000; Sandström et al., 1998b; Sandström et al., 1998a). A downfield shift ($\Delta\delta > 0$) was found to be associated with hydrogen bonding to another hydroxyl group, whereas an upfield shift ($\Delta\delta < 0$) is due to steric hindrance from bulk water or hydrogen bonding to a ring oxygen (Bekiroglu et al., 2004). Thus, large $|\Delta\delta|$ (> 0.2 ppm) can be indicative of intra-molecular hydrogen bonding, but should be compared with other measures, for example temperature coefficients, before drawing any conclusions.

The chemical shift of a hydroxy proton involved in a hydrogen bond or with reduced hydration is less affected by temperature changes due to decreased interaction with the solvent. Thus, in aqueous solutions hydroxy protons with large $|d\delta/dT|$ (> 11 ppb/°C) are fully hydrated, whereas hydroxy protons with small $|d\delta/dT|$ (< 11 ppb/°C) are only partially hydrated. For hydroxy protons
involved in strong hydrogen bonding, $|d\delta/dT|$ of less than 3 ppb/°C has been measured (Poppe & Halbeek, 1991).

A modified version of the Karplus equation has been used to derive $^3J_{\text{HCOH}}$ depending on the H-C-O-H torsion angle (Zhao et al., 2007). A $^3J_{\text{HCOH}}$ of 5.7-5.8 Hz was found to correspond to a freely rotating hydroxyl group around the C-O bond. Deviations from this average value is indicative of a preferred orientation of the hydroxyl group, which can correspond to hydrogen bonding (Sandström & Kenne, 2006; Poppe & Halbeek, 1994).

Hydroxy protons can be used to obtain additional inter-residue NOEs, which can be used to discriminate between different conformations. However, the extraction of quantitative distance information from NOE cross-peaks involving hydroxy protons is not straightforward, due to the chemical exchange with water. In a study on uniformly $^{13}$C-enriched oligosaccharides NOESY- and ROESY-HSQC were used to determine ROEs and exchange rates of hydroxy protons, which were used to calculate distances by a full relaxation matrix approach (Harris et al., 1997). The use of $^{13}$C-enriched carbohydrates is however limited and the additional conformational restraints provided by hydroxy protons have not been routinely utilized.

Nevertheless, NOEs/ROEs and chemical exchange are useful parameters to determine spatial proximity, which can be indicative of hydrogen bonding (Sandström & Kenne, 2006). Chemical exchange between two hydroxy protons has been interpreted as evidence for transient inter-residue hydrogen bonding in sucrose (Sheng & Halbeek, 1995) and maltose (Bekiroglu et al., 2003).

Hydroxy protons involved in strong hydrogen bonding have a lower rate of exchange with water, compared to other hydroxy protons in the same sample. Exchange rates can be measured by comparing the intensity of the cross-peaks between hydroxy protons and water in NOESY spectra at different mixing times (Dobson et al., 1986). Exchange rates are sensitive to pH, solvent composition and catalysis by trace amounts of impurities, and comparisons should only be made between protons within the same sample (Sandström & Kenne, 2006).
5 Metabonomics

The concept of metabolic profiling by NMR spectroscopy and mass spectrometry was outlined in the 1990s and has grown to a widely used approach. In analogy to genomics, transcriptomics, and proteomics, metabonomics aims to describe the complete metabolome of an organism, or at least what can be observed by the analytical method employed.

The terms metabolomics and metabonomics are often used interchangeably, but whereas metabolomics is used to describe the metabolic composition of a sample (Fiehn, 2002), the term metabonomics is more precisely defined as the description of metabolic responses to perturbations through time, and how these responses can be described using analytical and statistical techniques (Nicholson et al., 1999). The metabonomics approach has found its use particularly in toxicology (Lindon et al., 2004), drug development (Lindon et al., 2007), nutrition (Rezzi et al., 2007), and clinical diagnostics (Nicholson et al., 2012).

In metabonomics on animals and humans, most often easily available body fluids, such as blood and urine, are utilized. Tissue samples of different origin are also investigated with the same approach by HR-MAS NMR (Lindon et al., 2009). NMR spectroscopy has, besides MS, been the technique of choice due to the minimal requirements of sample preparation and the simultaneous measurement of a wide range of metabolites with a possibility for quantifications. The large amount of data that is produced is treated by multivariate statistical methods to gain information about metabolic responses to a specific perturbation.

5.1 Sample preparation

Body fluids and tissue samples degrade over time. Degradation would falsely transform the desired snapshot from a certain time to another metabolic status.
The solution to avoid degradation is to keep the samples at low temperature (-80 °C) and to prepare the samples quickly before analysis, with as few steps as possible.

A number of protocols have been developed for urine (Bernini et al., 2011; Beckonert et al., 2007), blood plasma and serum (Bernini et al., 2011; Beckonert et al., 2007), and intact tissues (Beckonert et al., 2010).

5.2 NMR experiments

NMR spectroscopy of blood plasma and serum present a challenge, because it contains both low and high molecular weight compounds. The macromolecules, represented by e. g. albumin, lipoproteins and glycoproteins, give broad signals in NMR spectra, which make the interpretation of other signals difficult. To overcome this problem different spectral editing techniques are employed. CPMG experiments can be used to observe the signals from small molecules by spin-spin relaxation editing, whereas diffusion-editing experiments can be used to enhance the signals from macromolecules (Figure 18).

Figure 18. A) NOESY presaturation, B) CPMG, and C) BPP-LED spectra of cow blood serum (unpublished data). Broad signals from lipoproteins mainly, appear in spectrum A and C, whereas spectrum B is dominated by signals from glucose, amino acids and other small metabolites.
A disadvantage of the CPMG experiment is that the proportionality between concentration and proton signal integral is lost and so also the possibility of direct quantification. If a direct quantification is desired blood samples should be filtered to remove macromolecules.

5.3 Identification

The identification of metabolites is, despite the small molecular structures, not trivial. Often only one resolved $^1$H signal is available due to overlap with other signals. The chemical shifts of common metabolites in human blood and urine have been tabulated (Fan, 1996; Nicholson et al., 1995) and can also be compared to databases (Emwas et al., 2013) and computer programs (Smolinska et al., 2012). However, differences in pH and salinity can alter the chemical shift in a specific matrix and a supported identification is often necessary. This can be achieved by the use of reference samples and 2D NMR experiments. $^1$H, $^1$H-TOCSY, $^1$H,$^{13}$C-HSQC and DOSY experiments are particularly useful in the identification of small metabolites in complex mixtures.

5.4 Preprocessing methods

After phasing and baseline correction of the NMR data a number of steps have to be considered before multivariate analysis is performed. The NMR spectra are collected in a data matrix for further processing, where each row is a spectrum and the columns consist of data points or integrals over selected regions (termed binning).

First of all the spectral region of the water signal is usually excluded. Despite the use of water suppression techniques, there are still remains of the water signal that would interfere with the interpretation of other signals.

A normalization of the data matrix is made to take differences in dilution of the samples and differences in the receiver gain of the NMR experiment into account. The different degree of dilution is especially important when working with urine samples. The most often employed normalization method is to normalize each spectrum to a unit total integral of one, called integral normalization. However, the approximation that the total integral of all sample spectra is the same breaks down if large perturbations to intensities occur (Craig et al., 2006). An alternative method is probabilistic quotient normalization, where a most probable dilution factor is calculated from the distribution of quotients of the amplitudes of a test spectrum by those of a reference spectrum (Dieterle et al., 2006).
One, already mentioned, problem is the differences in chemical shift between samples, due to differences in pH and salinity. Citrate is well-known to cause such problems, but most metabolites have more or less pH dependant chemical shifts. Binning has been used to overcome this problem, which is to divide the spectrum into narrow segments, typically 0.04 ppm wide, that are integrated (Lindon et al., 2001). Unfortunately, the multiplet pattern of the NMR signals is lost by this approach and a signal can be divided between different segments. Another way to solve the problem with misaligned signals is to use a peak alignment algorithm, that line up the signals by comparing the different spectra. There are several different peak alignment methods, e.g. interval correlated shifting (icoshift) (Savorani et al., 2010), and recursive segment-wise peak alignment (RSPA) (Veselkov et al., 2009). They are both based on segment-wise alignment of spectra to a reference spectrum, but whereas the icoshift algorithm relies on user-defined segments, the RSPA algorithm relies on a peak-picking routine.

Scaling is a kind of normalization of the data, but performed on the columns (the variables) instead of the rows (the spectra) of the data matrix. Each column can be given a mean of zero by subtracting the column mean from each value in the column, so-called mean-centering (Craig et al., 2006). This scaling reflects the covariance of the variables and is advantageous in multivariate analysis.

Scaling can also be used to compensate for the low variance of small signals, so that not only the abundant signals show significant variance. A scaling to unit variance means that each column is divided by the standard deviation of the column, resulting in a weighting that reflects the correlation of the variables. However, this scaling can overestimate the significance of small signals and even noise, and often a third method is used, which is a compromise between mean-centering only and scaling to unit variance. This is called pareto scaling, where each column is divided by the square root of the standard deviation of the column. Pareto scaling has been used extensively on NMR data, but as in the case of unit variance scaling, the output variables (the loadings) of the multivariate analysis are distorted and the high variance variables have relatively greater weight (Cloarec et al., 2005).

5.5 Multivariate analysis

The purpose of multivariate analysis is to extract meaningful information about systematic variation from the multivariate measurement that an NMR spectrum is. Usually only a limited number of variables show variation to a specific perturbation of the biological system investigated and these variables need to
be extracted. Initially, it should be tested whether data from the perturbed and unperturbed states can be separated by their variation.

Multivariate analysis methods are divided into unsupervised and supervised methods, depending on if the data are initially ungrouped or grouped based on the origin of the samples. An unsupervised method can be regarded as unbiased. Among the unsupervised methods, principal component analysis (PCA) is by far the most encountered.

PCA is a projection-based method with the underlying assumption that the system is driven by a small number of multivariate latent variables (Wold et al., 1987). By calculating these latent variables a low-dimensional model can be constructed from the multidimensional matrix $X$, formed by objects (spectra) and variables (intensity in each point). From the initial data matrix, two new matrices are constructed: the loadings and score matrices $P$ and $T$. Principal components (PC) are linear combinations of the original data, but expressed as scores and loadings, instead of objects and variables. The first PC describes the maximum variance between the objects, the second PC the next highest variance, and so on. Each PC is orthogonal to the preceding and thus exhibits new variance.

The two matrices with scores and loadings can be visualized by using the principal components (Figure 19). The score plot shows how the objects are related to each other by variance explained by the PCs. Each point represents a single spectrum. The loadings plot shows the connections between the variables and can be used to interpret differences displayed by the score plot.

![Figure 19. Example of A) score and B) loadings plot from PCA of human (blue), rat (green), and cow (red) blood serum (unpublished data). The species are clearly separated in the score plot and the loadings plot can be used to determine the differentiating metabolites.](image)

Supervised models are, in contrast to unsupervised models, built on a priori knowledge about the structure of the data set. A model is constructed by
regression of continuous parameters or classification of discrete parameters, and then validated to estimate its prediction capability.

Partial least square (PLS)-regression is a projection-based supervised model for relating two data matrices, \( X \) and \( Y \), by a linear multivariate analysis (Wold et al., 2001). \( X \) is, as in PCA, the data matrix, whereas \( Y \) is a matrix of response variables. If the \( Y \) matrix contains discrete variables, partial least square discriminant analysis (PLS-DA) can be employed (Trygg et al., 2007). Orthogonal PLS-DA (OPLS-DA) is a further modification of PLS-DA, where an orthogonal filter has been included to remove within-class variation from between-class variation (Bylesjö et al., 2006).

In analogy to PCA, loadings and scores are generated by OPLS-DA, but the scores are separated into \( Y \)-predictive and \( Y \)-orthogonal components. The \( Y \)-predictive component is linearly related to \( Y \) and predicts the between-class variation, whereas the \( Y \)-orthogonal component is orthogonal to the \( Y \)-predictive component and thus predicts the within-class variation. The interpretation of OPLS-DA results is simplified by the feature that all predicted between-class variation is summarized in one component.

The visualization of the corresponding loadings was further improved by Cloarec et al. (2005). The predictive component scaled to unit variance was ‘back-scaled’ by multiplication with the standard deviation, thus producing a mean-centered component. This predictive component, equivalent to a covariance spectrum, was then color-coded by the unit variance scaled predictive component, equivalent to a correlation spectrum. In the ‘back-scaling’ approach the appearance of the NMR spectrum is retained, but with a color-coding pointing out signals with high correlation (Figure 20). The mean-centered and unit variance scaled spectrum from OPLS-DA is directly scalable to the correlation between \( X \) and \( Y \), and thus correlation coefficients can be derived (Fonville et al., 2010).

The results of OPLS-DA models are not interpretable unless the model has been satisfactorily validated. It should be kept in mind that supervised models on multivariate data will always extract differences between the classes, even in cases where the true difference is negligible and what is fitted is only noise. To prevent over-fitting, the predictive ability of the model is calculated by validation. Ideally, a second independent data set is used for validation. Alternatively, cross-validation is used, where parts of the samples are temporarily left out to form a validation test set (Wold et al., 2001). The result of the cross-validation is expressed as the modeled variation of \( X \) (\( R^2_X \)) and the cross-validated prediction of \( Y \) (\( Q^2_Y \)).
Figure 20. Example of A) score and B) loadings plots from OPLS-DA of human (black) and rat (red) blood serum (unpublished data). The loadings plot is color-coded by ‘back-scaling’ and metabolites discriminating between rats (positive) and humans (negative) are highlighted. $R^2_X = 0.94$ and $Q^2_Y = 0.97$. 
6 Structure analysis of a lipopolysaccharide from *Plesiomonas shigelloides* (Paper I)

6.1 Background

6.1.1 Lipopolysaccharides

LPSs are endotoxins situated on the outer membrane of Gram-negative bacteria. In addition to a protective function, they are potent virulence factors. The role of LPSs as antigens and immune activators makes them interesting as targets in vaccine development (Bernardi et al., 2013).

![Schematic structure of a typical LPS](image)

*Figure 21. Schematic structure of a typical LPS. Phosphate groups are denoted by P.*

LPSs (Figure 21) consist of a lipophilic part, called lipid A, a core oligosaccharide and an O-specific polysaccharide (Raetz & Whitfield, 2002). Lipid A is anchored to the bacterial membrane via fatty acids, which are linked to two GlcN residues through amide and ester bonds. The two GlcN residues are usually linked to the core oligosaccharide through a Kdo. The inner core part is constituted by Kdo and heptose residues, often substituted by phosphate
groups. The outer core is dominated by hexoses and is linked to the O-specific polysaccharide (Caroff et al., 2002).

The extent of structural variation of LPS structures is increasing when going further away from the membrane (Raetz & Whitfield, 2002). The O-specific polysaccharide shows a remarkable diversity and defines the O-antigen specificity of a bacterial strain. The core oligosaccharide is more conserved within and between species, even though a number of different glycoforms can occur within the same species. Lipid A is more or less conserved throughout the bacterial world, with differences only found in the nature of the fatty acids (Erridge et al., 2002).

LPSs are divided into smooth, semi-rough and rough forms. Smooth LPS have all the constituents mentioned above, whereas semi-rough LPS has just one RU of the O-specific polysaccharide, and rough LPS is just composed of lipid A and the core oligosaccharide (Wilkinson, 1996).

LPSs are isolated by hot phenol/water extraction (Westphal & Jann, 1965), in which LPS and nucleic acids are usually obtained in the water phase, and proteins and lipids are obtained in the phenol phase. However, rough-type LPS can also be found in the phenol phase due to the larger contribution of lipid A to its lipophilicity. The fraction containing LPS is further purified by dialysis and ultracentrifugation to obtain the pure LPS.

The hydrophilic carbohydrate structure and the lipophilic lipid A, making LPSs amphiphilic, is responsible for their aggregation in aqueous solution (Wilkinson, 1996). To increase the solubility in water, a delipidation step is performed, where lipid A is cleaved off by mild acidic hydrolysis (see section 3.1). The resulting delipidated LPS is fractionated by size-exclusion chromatography before analysis by NMR spectroscopy and MS. Smooth-type LPS often consists of minor fractions of rough or semi-rough forms, which can be separated from the smooth form and characterized.

6.1.2 *Plesiomonas shigelloides*

*Plesiomonas shigelloides* is a Gram-negative, rod-shaped bacterium of the *Enterobacteriaceae* family, which causes gastrointestinal and localized infections with diarrhea as the main symptom. *P. shigelloides* is found in freshwater and surface water in tropical and temperate climates (Levin, 2008), but has also been identified in the Nordic countries (González-Rey et al., 2004). Outbreaks of human infections of *P. shigelloides* are most often associated with seafood, especially uncooked shellfish or raw oysters (Stock, 2004). Infections of *P. shigelloides* are reported at irregular intervals and there is probably an underestimation of the number of infected subjects (Stock, 2004).
The pathogenesis of *P. shigelloides* is yet not understood in detail. A number of possible virulence factors from *P. shigelloides* have been described, including a cholera-like toxin (Gardner *et al.*, 1987), a thermostable and a thermolabile enterotoxin (Sears & Kaper, 1996), a β-hemolysin (Janda & Abbott, 1993) and a cytotoxic protein (Tsugawa *et al.*, 2008; Okawa *et al.*, 2004), which forms a complex with LPS on the outer bacterial membrane.

Strains of *P. shigelloides* have been classified into 102 O serotypes, based on their O-antigens, and 50 H serotypes, which are based on their H-antigens in the form of flagellar proteins (Aldova & Shimada, 2000). Only a few structures of LPSs from these different strains have been published to date and were recently reviewed by Nazarenko *et al.* (2011). The complete LPS of serotype O54:H2 (Lukasiewicz *et al.*, 2006b; Niedziela *et al.*, 2002; Czaja *et al.*, 2000), O74:H5 (Lukasiewicz *et al.*, 2006a; Niedziela *et al.*, 2006) and O37 (Kaszowska *et al.*, 2013a) have been characterized, as well as the core oligosaccharide of serotype O13 (Kaszowska *et al.*, 2013b), the core oligosaccharide substituted to a RU of the O-specific polysaccharide of serotype O17 (Maciejewska *et al.*, 2013; Kubler-Kielb *et al.*, 2008) and O1 (Pieretti *et al.*, 2010; Pieretti *et al.*, 2009; Pieretti *et al.*, 2008), and the O-specific polysaccharide of serotype O51 (Maciejewska *et al.*, 2009), strains 22074 and 12254 (Linnerborg *et al.*, 1995), and strain AM36565 (Säwén *et al.*, 2012).

LPSs of *P. shigelloides* are characterized by the absence of phosphate groups in the inner core, but the presence of uronic acids in the outer core provides negative charges that stabilize the bacterial membrane (Niedziela *et al.*, 2006). O-specific polysaccharides from *P. shigelloides* are often hydrophobic and the LPSs have been collected from the phenol fraction instead of the water fraction during phenol/water extraction of the crude LPS. This hydrophobicity can be explained by the presence of several deoxy sugars with O- and N-acytelylations (Niedziela *et al.*, 2006). All characterized LPSs from *P. shigelloides* have been smooth except the O37 LPS, which was semi-rough (Kaszowska *et al.*, 2013a).

The aim of this project was to determine the structure of the core oligosaccharide and the O-specific polysaccharide from the *P. shigelloides* strain CNCTC 34/89 LPS, associated to the serotype O33:H3 (Shimada & Sakazaki, 1985), which is a clinical isolate collected from a patient from Cuba.

### 6.2 Experimental procedures

LPS was obtained from bacterial cells by the hot phenol/water extraction, followed by dialysis and ultracentrifugation. LPS was delipidated with acetic acid and fractionated by size-exclusion chromatography in two steps (Figure 22):
The O-specific polysaccharide was separated from core oligosaccharides with a Superdex 75 column and the core oligosaccharides were then further fractionated on a Superdex 30 column. The fraction with only core oligosaccharide was then further separated on a strong cation exchange column.

The structures of the different fractions were analyzed by chemical analysis, NMR spectroscopy and mass spectrometry as described in chapter 3. The structure of the O-specific polysaccharide was confirmed by $^1$H HR-MAS NMR spectroscopy on bacteria and purified LPS.

6.3 Results and discussion

6.3.1 O-specific polysaccharide

The O-specific polysaccharide was found to contain the following tetrasaccharide RU, denoted by **P-O-N-M**:

$$\rightarrow 2)\beta-D-Galp-(1\rightarrow 3)\beta-D-GlcNAc-(1\rightarrow 4)\beta-D-GlcpA-(1\rightarrow 3)\beta-D-GlcpNAc-(1\rightarrow$$

The sugar analysis showed the presence of Gal and GlcNAc in a 1:2 ratio, which were D sugars according to determination of the absolute configuration on the trimethylsilylated $(S)$-butyl glycosides. D-GlcA was also observed as the $(S)$-butyl glycoside. Methylation analysis revealed the presence of 2-substituted Galp and 3-substituted GalpNAc (Figure 23).

NMR spectroscopy on the O-specific polysaccharide confirmed the presence of one Gal, two GlcNAc and one GlcA. The sequence of the residues was determined by $^1$H,$^1$C-HMBC and $^1$H,$^1$H-NOESY (Figure 24) experiments and the chemical shifts were compared with predictions made by the CASPER program.
HR-MAS NMR spectroscopy was used to confirm the identical appearance of the O-antigen structure in situ on bacteria and in extracted LPS, compared to purified O-specific polysaccharide. Chemical shifts of signals from polysaccharide residues were in agreement with those for bacterial O-antigen and extracted LPS (Figure 25).

6.3.2 Core oligosaccharide OSIII

Core oligosaccharide fractions were termed OSI, OSII, and OSIII according to the order of elution from the size-exclusion column. OSI corresponded to core substituted by two RU, OSII to core substituted by one RU, and OSIII to unsubstituted core oligosaccharide.
Figure 24. Selected regions of TOCSY (black) and NOESY (red) spectra of the O-specific polysaccharide. Mixing times were 120 ms (TOCSY) and 100 ms (NOESY). The uppercase letters refer to designation of carbohydrate residues.

Figure 25. Selected regions of TOCSY spectra. Bacteria and LPS were studied by HR-MAS with 60 ms mixing time, whereas the O-specific polysaccharide was studied in solution with 80 ms mixing time. The uppercase letters refer to designation of carbohydrate residues, where \( P^* \) is the non-reducing end form of \( P \).
Fraction OSIII was subjected to chemical analysis, which revealed the presence of 2,3,7-substituted, 3,4-substituted and 7-substituted L,D-Hepp, 6-substituted D-GlcN, and non-substituted D-Galp, D-Glcp, D-GalpN, and D-GalpNAc. Minor amounts of 3,7-substituted L,D-Hepp and 6-substituted D-Glcp indicated heterogeneity.

The heterogeneity of OSIII was further confirmed by ESI-MS in negative ion mode (Figure 26). The charge-deconvoluted spectrum showed a main species at 2039.63 Da, which corresponds to an undecasaccharide built of one Kdo in anhydro form, three Hep, two Hex, two HexA, two HexN, and one \(O\)-Ac-HexNAc. The peaks at 1877.58 and 1997.62 Da indicated the absence of a Hex and an \(O\)-acetyl group, respectively.

Figure 26. Charge-deconvoluted ESI-MS spectrum of OSIII in negative ion mode.

NMR spectra of OSIII showed many similarities to the core oligosaccharide of serotype O17 investigated by Kubler-Kielb et al. (2008). Residue A-K were identical to the O17 core oligosaccharide, whereas a 6-\(O\)-Ac-\(\alpha\)-D-GalpNAc (residue L*) was observed only in the O33 core oligosaccharide (Figure 27).

The \(\alpha\)-pyranoside galacto configuration of residue L* was deduced from a \(\text{J}_{\text{C-1,H-1}}\) of 173 Hz and from TOCSY spectra. An upfield shift of the C-2 signal (50.5 ppm) and a downfield shift of the H-2 signal (4.20 ppm) indicated \(N\)-acetylation at position 2 (Figure 28), which was supported by connectivities in the HMBC spectra between H-2 and C=O (175.7 ppm), and between C=O and a methyl group (2.05/22.8 ppm). The presence of an \(O\)-acetyl group at position 6 was supported by downfield shifts of H-6/H-6’ (4.25/4.33 ppm) and C-6 (64.9 ppm), and by HMBC correlations between H-6 and C=O (175.0 ppm),
and between C=O and a methyl group (2.11/21.1 ppm). De-O-acetylation with ammonia afforded an oligosaccharide without the signals at 2.11/21.1 ppm and 4.25, 4.33/64.9 ppm.
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*Figure 27.* Structure of OSIII, where \(K\) is GlcN and \(K^*\) is Glc. Residue A-\(K\) were identical to the core oligosaccharide of serotype O17 (Kubler-Kielb et al., 2008).

*Figure 28.* \(^1\)H,\(^{13}\)C-HSQC-DEPT spectrum of OSIII with selected signals highlighted. CH and CH\(_3\) protons are positive (black) and CH\(_2\) protons are negative (green). Insets represent the anomeric region and the methyl region. The uppercase letters refer to designation of carbohydrate residues (Figure 27). Minor forms of residue A, B, C and I are denoted by asterisks.
The heterogeneous appearance of OSIII had several different origins: To begin with, Kdo (residue A) was partially dehydrated to a mixture of Kdo, 4,7-anhydro Kdo, and 4,8-anhydro Kdo (Figure 29).

4,7-Anhydro Kdo was the major component, which was recognized by the downfield shifts of C-4 (78.1 ppm), C-5 (84.8 ppm), C-6 (76.7 ppm), and C-7 (84.4 ppm). The high chemical shifts are consistent with a furanose ring, since carbons in furanose rings are less shielded than carbons in pyranose rings (Bubb, 2003). The anhydro form was also supported by the absence of H-3 signals, which is due to exchange with deuterium from D2O. These protons are more acidic when situated adjacent to a carbonyl C-2, instead of the hemi-ketal C-2 of a normal reducing Kdo (Carlson et al., 1995).

A phosphate group substitution at position 4 of Kdo has been attributed to the formation of 4,7- and 4,8-anhydro Kdo (Vinogradov et al., 1993; Auzanneau et al., 1991). However, enterobacterial inner core regions contain a second Kdo substituted at position 4 of Kdo (Holst, 2007):

\[ L,D\text{-Hep-(1→7)}-L,D\text{-Hep-(1→3)}-L\alpha\text{-D-Hep-(1→5)}-[\alpha\text{-Kdo-(2→4)}]-\alpha\text{-Kdo} \]

This lateral Kdo residue has been observed in core oligosaccharides from the \textit{P. shigelloides} O54 (Lukasiewicz et al., 2006b), O74 (Lukasiewicz et al., 2006a), and O1 (Pieretti et al., 2009) LPS. In the O1 core oligosaccharide this Kdo residue was partially replaced by D-glycero-D-talo-oct-2-ulopyranosonic acid (Ko) (Pieretti et al., 2009).

The determination of lateral Kdo, as well as the GlcN residues of lipid A, is made by de-O-acylation of the LPS in anhydrous hydrazine. However, when mild acidic hydrolysis is used not only lipid A is cleaved off, but also other Kdo residues are hydrolyzed. This hydrolysis of Kdo could thus be followed by the elimination of water and subsequent 1,4-addition to 4,7- and 4,8-anhydro Kdo (Figure 30).

Other reasons for heterogeneity of the OSIII fraction were a partial lack of Glc E residue, a partial lack of O-acetylation on residue L*, and minor forms of 4-O-Ac and 3-O-Ac-GalNAc (termed L** and L***). After consideration of these reasons for heterogeneity, the \(^1\text{H}, ^{13}\text{C}\)-HSQC spectrum still contained unassigned cross-peaks, thus indicating additional glycoforms. In the anomeric
region the signal at 5.04/100.7 ppm remained unassigned and appeared to come from an isomer of GlcN. However, this residue (termed \( \text{K}^* \)) lacked the up-field shift of C-2 of \( \text{K} \) (55.0 ppm), which is characteristic of amino sugars. It was assigned as \( \rightarrow \rightarrow 6 \)-α-D-Glc-(1→ and showed HMBC connectivities to position 4 of GalA. Unfortunately, the presumed glycosidic linkage between residue \( \text{K}^* \) and residue \( \text{L} \) was difficult to determine due to the similar chemical shifts of H-6/6' from residue \( \text{K} \) and \( \text{K}^* \).

![Figure 30](image)

*Figure 30. Proposed reaction mechanism of acid catalyzed elimination of 5-substituted α-Kdo and subsequent 1,4-addition to 4,7-anhydro Kdo. The initial hydrolysis of the two Kdo residues is not shown. A similar mechanism was proposed by Auzanneau et al. (1991) for phosphorylated Kdo. R represents the rest of the core oligosaccharide.*

This kind of replacement of a sugar residue in the carbohydrate backbone of a core oligosaccharide (\( \text{K} \) to \( \text{K}^* \) in this case) has not been previously reported and must be proved unequivocally. To do this, ESI mass spectra in positive ion mode were evaluated (Figure 31). Since the mass difference between the two glycoforms would be 1, the additional glycoform should be hidden in the isotopic peaks of OSIII. The isotopic pattern of the \([\text{M + H + Na}^+ \text{]}\) ion (Figure 31A) was compared with the theoretical pattern (Figure 31C and D) and it was found to be equal to about 30% of \( \text{K}^* \) and 70% \( \text{K} \).

Subsequently, an attempt was made to separate the two glycoforms, to obtain a clear proof of the replacement. Because of the different number of positive charges in the two glycoforms when a positively charged GlcN is changed to a neutral Glc, a strong cation exchange resin (Dowex 50WX8) was chosen. The \( \text{K}^* \) containing glycoform eluted first, as expected, and was termed fraction OSIII A, whereas the later eluting \( \text{K} \) containing glycoform was termed OSIII B. However, the two glycoforms did not separate, but the fraction of \( \text{K}^* \) increased from ~30% in OSIII to at most *ca.* 59% in OSIII A.

The degree of cross-linkage of the cation resin has been found to have a large effect on the adsorption of erythromycin (Dechow, 1989), which is an antibiotic with an amino sugar that is sterically hindered. Dowex 50WX4, with 4% cross-linkage gave a much better adsorption of erythromycin than Dowex
50WX8 with 8% cross-linkage, in spite of a better exchange capacity of Dowex 50WX8 (Dechow, 1989). Since the positive charge of GlcN K is probably also, by some degree, sterically hindered, Dowex 50WX4 was tested. This ion exchange resin yielded an OSIIIA fraction of at most ca. 88% K* glycoform, instead of ca. 59% with Dowex 50WX8.

Figure 31. The experimental isotopic pattern of the [M + H + Na]^{2+} ion of the OSIII fraction (A) and the OSIIIA fraction (B), and calculated isotopic patterns of OSIII with 100% K (C), and with 100% K* (D).

Fraction OSIIIA was used for ESI MS analysis and the mass was equivalent to Glc K* glycoform (m/z 1032.32; Figure 30B). MS/MS analysis on the ion corresponding to the sodium adduct [M + 2Na]^{2+} of OSIIIA (m/z 1043.31), yielded B_{2a} (m/z 430.13) and Y_{5a}Y_{5\beta} (m/z 840.22) fragments, which could be used to trace the additional mass unit, compared to OSIIIB, to residue K* (Figure 32 and Table 2).
Figure 32. MS/MS spectra of OSIIIB (A) and OSIIIA (B). The precursor ion was [M + 2Na]^{2+}.

Table 2. Structural assignments of fragment ions from MS/MS analysis of OSIIIA and OSIIIB.

<table>
<thead>
<tr>
<th>OSIIIA</th>
<th>OSIIIB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Observed</strong></td>
<td><strong>Calculated</strong></td>
</tr>
<tr>
<td>377.1078</td>
<td>377.1054</td>
</tr>
<tr>
<td>391.0868</td>
<td>391.0847</td>
</tr>
<tr>
<td>430.1348</td>
<td>430.1320</td>
</tr>
<tr>
<td>552.1514</td>
<td>552.1535</td>
</tr>
<tr>
<td>597.1639</td>
<td>597.1637</td>
</tr>
<tr>
<td>606.1676</td>
<td>606.1641</td>
</tr>
<tr>
<td>840.2221</td>
<td>840.2248</td>
</tr>
<tr>
<td>852.7445</td>
<td>852.7406</td>
</tr>
<tr>
<td>962.7700</td>
<td>962.7697</td>
</tr>
<tr>
<td>1495.4096</td>
<td>1495.4075</td>
</tr>
<tr>
<td>1924.5439</td>
<td>1924.5321</td>
</tr>
</tbody>
</table>
NMR analysis of OSIIIA confirmed the increase in K* residue and the decrease in K residue (Figure 33). The linkage between Glc K* and 6-O-Ac-GalNAc L* was supported by NOEs and HMBC connectivities.

Figure 33. Parts of the anomeric region of HSQC spectra of A) OSIII and B) OSIIIA. K and K* anomic protons are highlighted.

6.3.3 Oligosaccharide OSII

Oligosaccharide OSII corresponded to core oligosaccharide substituted by one RU of the O-specific polysaccharide, and was used to determine the linkage between them. The RU was found to be linked via GlcNAc (M) to position 4 of residue L. However, residue L was O-acetylated on position 3 instead of position 6, as in the OSIII fraction. A minor fraction of oligosaccharide without O-acetylation (~30%) illustrated the influence of the O-acetylation on the chemical shift of H-3, which was shifted downfield by almost 1.2 ppm in residue L, compared to the same residue without O-acetylation (L’, 4.06 ppm).

De-O-acetylation of OSII with ammonia confirmed the conversion of residue L to residue L’, and revealed the effects of O-acetylation of residue L on the chemical shifts of the neighboring residues M and N (Figure 34).

The reason for the difference in the position of the O-acetyl group can be found in migration of substituents under certain conditions. The presence of minor amounts of 3- and 4-O-Ac forms in the OSIII fraction, in addition to the 6-O-Ac form, indicates that the O-acetyl group has migrated from position 3, via position 4, to position 6 (Figure 35). In OSII such a migration is not possible, due to the glycosidic linkage at position 4.

A similar migration of an O-acetyl group in a core oligosaccharide has previously been observed for 2-O-Ac-Rha (Knirel et al., 1996). Studies on acyl group migrations in β-galactopyranosides have shown acyl group migrations at alkaline (Roslund et al., 2008) and acidic pH (Horrobin et al., 1998), and a slower migration at neutral pH (Roslund et al., 2008). Thus, the migration
could probably occur during the mild acidic hydrolysis with acetic acid, but migrations already on the bacterial cell membrane of rough-type LPS cannot be excluded.

**Figure 34.** Anomeric region of HSQC spectra of OSII before (black) and after (red) de-\(O\)-acyetylation with ammonia. Residue L', M' and N' refer to OSII without \(O\)-acyetylation. The chemical shifts of residue K signals were altered due to differences in pH.

**Figure 35.** Mechanism of acid catalyzed \(O\)-acyetyl migration to form 6-\(O\)-Ac-GalpNAc from 3-\(O\)-Ac-GalpNAc. A similar mechanism was proposed by Horrobin *et al.* (1998) for acetylated glucoses.
7 Hydroxy protons of hyaluronan oligosaccharides (Paper II)

7.1 Background

HA is one of the most studied polysaccharides, with many biomedical applications. It is the only glycosaminoglycan that lacks sulphation and it is a linear, unbranched chain of the repeating unit →4)-β-GlcA-(1→3)-β-GlcNAc-(1→, with all sugars in the D pyranoside configuration.

HA was first discovered in the vitreous humor of cattle eyes in 1934 (Meyer & Palmer, 1934), but the complete structure of the repeating unit was not discovered until 1954 with HA from human umbilical cord (Weissmann & Meyer, 1954). The extraction, purification and identification of HA from different natural sources has been the topic for many investigations (Lapčík et al., 1998). HA occurs in the extracellular matrix of most mammalian tissues and is the dominant polysaccharide in vitreous humor, synovial fluid, umbilical cords and rooster combs. It has also been isolated from Streptococcus bacteria, which gives a cleaner preparation and is nowadays the main source of HA in pharmaceutical applications (Liu et al., 2011).

HA is used in ophthalmologic surgery, injections in osteoarthritis patients, in wound healing, and in cosmetic applications. The use of HA is due to its remarkably high viscosity and water-retaining properties. Many attempts have been made to relate these properties to the conformation of HA, but often with contradictory results (Hargittai & Hargittai, 2008; Lapčík et al., 1998).

Techniques such as X-ray diffraction, viscometry, electron microscopy, circular dichroism and NMR spectroscopy have been used to explore the secondary and tertiary structure of HA (Cowman & Matsuoka, 2005). NMR spectroscopy has been used to analyze aliphatic protons and carbons, amide and hydroxy protons of HA oligosaccharides to get information on hydrogen bonds, conformational restraints, and flexibility of the structure.
On the macroscopic level, the structure of HA was early described as a somewhat rigid, random coil (Laurent & Gergely, 1955). Scott et al. (1984) proposed a network of inter-residue hydrogen bonds, based on $^1$H NMR of HA oligosaccharides in DMSO-$d_6$ solution, which could explain the stiffness of the structure. Four hydrogen bonds per disaccharide unit were predicted: one between the amide proton of GlcNAc and the neighboring carboxylate group of GlcA, two between ring oxygens and hydroxyl groups across the glycosidic linkages, and one between a hydroxyl group of GlcA and the carbonyl oxygen of the N-acetyl group of the adjacent GlcNAc.

DMSO is an aprotic solvent, which facilitates formation of intra-molecular hydrogen bonds in the dissolved molecules. In aqueous solution, however, intra-molecular hydrogen bonds are more easily disrupted by competition with hydrogen bonding with the solvent. Thus, it can be argued that the network of inter-residue hydrogen bonds in DMSO solution is an extreme case and that the situation in water is completely different. The amide protons of HA in aqueous solution have been thoroughly investigated by NMR spectroscopy (Blundell & Almond, 2007; Blundell et al., 2006a; Cowman et al., 1984), and the proposed hydrogen bond between the amide proton of GlcNAc and the carboxylate group of GlcA was found not to persist in aqueous solution.

Studies on the hydroxy protons of HA by NMR spectroscopy have been limited due to their rapid exchange with water. Sicińska et al. (1993) studied the hydroxy protons of the methyl glycoside of a HA disaccharide dissolved in water/acetone-$d_6$ (50:50) and found no evidence for long-lived intra-molecular hydrogen bonds. However, the finding of end effects caused by the terminal residues has increased the interest in studying longer HA oligomers (Blundell et al., 2006b). Hexasaccharides or longer oligomers of HA have been proposed to mimic the true secondary structure of HA satisfactorily (Almond et al., 2006).

In this project, the hydroxy protons of unsaturated di-, tetra-, hexa-, and octasaccharides of HA (referred to as $\Delta$HA$_2$, $\Delta$HA$_4$, $\Delta$HA$_6$ and $\Delta$HA$_8$; Figure 36) were studied in aqueous solution to gain insight into hydration, hydrogen bonds and flexibility of the HA secondary structure.

### 7.2 Experimental procedures

HA oligosaccharides were obtained from bacterial hyaluronan treated with hyaluronidase, which introduced an unsaturation in the non-reducing end of the oligosaccharides. The HA oligomers were separated by size-exclusion chromatography in ammonium acetate buffer and remaining ammonium ions were
removed with a strong cation exchange resin. Prior to NMR analysis, pH was adjusted to 6.6-6.8.

NMR experiments were performed on HA oligomers in D$_2$O and in H$_2$O/acetone-$d_6$ (85:15). $^1$H,$^1$H-TOCSY experiments were run at several different temperatures between -10 °C and 5 °C to obtain chemical shifts and temperature coefficients of the hydroxy protons. $^1$H,$^1$H-NOESY and ROESY experiments at several mixing times were run to obtain NOEs/ROEs and chemical exchange involving hydroxy protons. DOSY was used in an attempt to visualize the different rates of exchange of hydroxy protons. NMR experiments were also performed on the monosaccharides (GlcNAc and GlcA) to be able to calculate chemical shift differences ($\Delta\delta$).

### 7.3 Results and discussion

The hydroxy protons of HA oligomers were visible after cation exchange and adjustment of pH (Figure 37). The rate of exchange was high, resulting in broad signals, and $^3J_{HCOH}$ could not be measured. Nor the rate of exchange could be determined, because of severe overlap of hydroxy protons. However, $\Delta\delta$ and $d\delta/dT$ could be measured, as well as NOEs and chemical exchange involving hydroxy protons.

To be able to mimic the HA polymer the interior parts of the oligomers were examined. The terminal residues were ruled out due to end effects and unsaturation at the non-reducing end. Hydroxy proton signals of G$_{n-2}$ (GlcA, n = length of the oligomer) of $\Delta$HA$_4$, $\Delta$HA$_6$, and $\Delta$HA$_8$, G$_{n-4}$ of $\Delta$HA$_6$ and $\Delta$HA$_8$, and G$_{n-6}$ of $\Delta$HA$_8$ were chosen, as well as N$_{n-3}$ (GlcNAc) of $\Delta$HA$_6$ and $\Delta$HA$_8$, and N$_{n-5}$ of $\Delta$HA$_8$, based on their similar chemical shifts. It should be mentioned that the signals from the interior residues of $\Delta$HA$_8$ were overlapping.

The results for the interior residues of $\Delta$HA$_8$ are summarized in Figure 38 and show upfield shifts of O(4)H ($\Delta\delta = -0.74$ ppm), O(3’)H ($\Delta\delta = -0.43$ ppm), O(2’)H ($\Delta\delta = -0.29$ ppm), and NH ($\Delta\delta = -0.12$ ppm), and a downfield shift of O(6)H ($\Delta\delta = 0.20$ ppm). The $|d\delta/dT|$ were slightly lower than average for
O(4)H (10.2 ppb/°C) and O(3’)H (11.0 ppb/°C), and higher for O(6)H (14.1 ppb/°C) and O(2’)H (14.5 ppb/°C).

Figure 37. $^1$H NMR spectra of ΔHA in 85% H$_2$O/15% acetone-d$_6$. A) before cation exchange (-10 °C), B) after cation exchange (pH 4.5, -10 °C), and C) after cation exchange and adjustment of pH to 6.6 (-8 °C). The asterisks refer to the olefinic proton of non-reducing end ΔGlcA.

Figure 38. ∆δ and dδ/dT for exchangeable protons of the interior residues of ΔHA. Hydrogen bonds discussed in the text are indicated. Protons from GlcA are denoted by prim in the text.

The upfield shifts and slightly decreased |dδ/dT| of O(4)H and O(3’)H signals are consistent with reduced hydration due to inter-residue hydrogen bonding with the adjacent ring oxygens. The larger |Δδ| and the lower |dδ/dT| of O(4)H, compared to O(3’)H, suggest that the hydration of this hydroxy proton is more reduced. In both cases, the relatively high |dδ/dT| indicates that these hydrogen bond interactions are weak. These two interactions, O(4)H-O(5’) and O(3’)H-O(5), have been predicted to occur in MD simulations incorporating explicit water molecules (Almond et al., 2006; Almond & Sheehan, 2003; Almond et
This is the first experimental evidence of hydrogen bond interactions in aqueous solution of HA oligosaccharides.

The upfield shift of the O(2’)H signal can be explained by the proximity to the neighboring N-acetyl group, thus leading to reduced hydration. NOEs between O(2’)H and both the amide proton and the methyl group of the N-acetyl group confirmed such interaction. No strong hydrogen-bond interaction could be deduced, based on the high |dδ/dT|.

The downfield shift of the O(6)H signal suggests hydrogen bonding to another hydroxyl group. Indeed, a hydrogen bond between O(6)H and O(3’)H over the β(1→4)-linkage has been proposed from MD simulations, but with short residence time (Almond et al., 2000). The large |dδ/dT| and the absence of NOEs involving O(6)H indicate a relatively freely rotating hydroxymethyl group. Only a small Δδ of 0.07 ppm was observed for O(6)H in the reducing end of ΔHA₈, where no interaction with O(3’)H occurs.

A number of inter-residue NOEs were observed over the β(1→3)-linkage, but not over the β(1→4)-linkage. This difference was due to spectral overlap of possible NOE signals over the β(1→4)-linkage. Several NOEs, which have not been observed before at room temperature, were observed at -5 °C (Figure 39).

![Figure 39](image)

The NOEs over the β(1→3)-linkage indicated the presence of additional conformations. C(1’)H showed NOE with C(2)H, C(3)H, and the amide proton, which is in accordance to other NMR studies of HA oligomers (Almond et al., 2006; Donati et al., 2001; Holmbeck et al., 1994). Also NOEs between the methyl group of GlcNAc and both C(1’)H and O(2’)H were observed, which were expected from a syn conformation. However, NOEs observed between
C(2')H and both O(4)H and the amide proton were not expected according to the global minimum conformation that has been calculated by MD simulations (Almond et al., 2006).

Furthermore, a chemical exchange cross-peak was observed between O(4)H and O(2')H (Figure 40). The intensity of the cross-peak, which was observable already at a mixing time of 50 ms, was at a maximum at 100 ms mixing time and decreased considerably with longer mixing times. This appearance is inconsistent with spin diffusion, which would give an increasing intensity with longer mixing times.

![Figure 40. Selected region of a ROESY spectrum of ΔHA obtained at -5 °C and 100 ms mixing time, illustrating cross peaks between O(4)H and O(2')H.](image)

The interpretation of the chemical exchange between O(4)H and O(2')H is not straightforward, because these protons are situated on different sides of the glycosidic linkage and should not be close to each other in a normal syn conformation. The distance between the oxygens was measured to 5.4 Å in an average structure of a HA octasaccharide calculated by MD simulations and deposited in the Protein Data Bank (2BVK) by Almond et al. (2006). This is too long for a direct exchange. The exchange could rather be explained by: (i) water molecules bridging the two hydroxyl groups, (ii) a minor syn conformation, where the two hydroxyl groups are closer to each other, or (iii) an anti conformation.

In an attempt to monitor the rates of exchange of different hydroxy protons, DOSY experiments were run. It has previously been shown that DOSY can be
qualitatively used to study exchange phenomena (Cabrita & Berger, 2002). The diffusion coefficients of the hydroxy protons are averaged between the carbohydrate and water, with respect to their rate of exchange. A hydroxy proton with slow exchange appears closer to the non-exchangeable protons, whereas a hydroxy proton with faster exchange appears closer to the water signal. As illustrated in Figure 41 for GlcNAc, the diffusion time ($\Delta$) can be adjusted to increase this dispersion in the diffusion dimension.

![Figure 41. DOSY experiments of GlcNAc in H$_2$O/acetone-$d_6$ (85:15) at -10 °C. The diffusion time ($\Delta$) was set to 50 ms (red), 200 ms (blue), and 500 ms (green). The asterisk refers to the hydrated form of acetone-$d_6$.](image)

The DOSY experiment using WATERGATE suppression of the water signal suffered from phase distortions, which significantly affected the interpretation of the signals. HA oligomers larger than the disaccharide also had severe overlap in the $^1$H dimension.

The high viscosity and water-retaining properties of HA can probably in part be explained by hydrogen bonding over the glycosidic linkages and water caging around the glycosidic linkages, but should also be dependent on the tertiary structure.
8 HR-MAS NMR of intact Arctic char muscle (Paper III)

8.1 Background

Marine lipid sources are unique compared to other lipid sources due to their content of polyunsaturated fatty acids (PUFA), such as EPA (eicosapentaenoic acid, 20:5 \( n-3 \)) and DHA (docosahexaenoic acid, 22:6 \( n-3 \); Figure 42). These PUFA are reported to reduce arterial disease (Vanschoonbeek et al., 2003), have a positive effect on the brain and nervous system, and to stimulate the immune system (Wahrburg, 2004; Connor, 2000). Thus, the nutritional value of the fish is linked to the amount of PUFA, and these compounds are present in relatively high levels in muscles of fatty fish like salmon and char.

\[
\begin{align*}
1 & \quad \text{EPA (20:5 \( n-3 \))} \\
2 & \quad \text{DHA (22:6 \( n-3 \))} \\
3 & \quad \text{arachidonic acid (20:4 \( n-6 \)).}
\end{align*}
\]

*Figure 42. Chemical structures of 1) EPA (20:5 \( n-3 \)), 2) DHA (22:6 \( n-3 \)), and 3) arachidonic acid (20:4 \( n-6 \)).*

Except the fatty acid content, there is increasing interest in the small metabolite pattern of fish to assess its quality. Free amino acids contribute to the flavor of the fish meat (Haard, 1992) and inosine monophosphate can be used as a marker of degradation processes (Howgate, 2006).

The FA composition of fish muscle is usually determined by GC analysis, but there are also methods developed to study FA profiles by NMR spectroscopy (Gribbestad et al., 2005). The lipid \(^1\)H NMR profile, which is obtained from lipid extracts of the fish muscle, contains information on different lipid
classes, the global unsaturation level, and PUFA. Information about the content of small hydrophilic metabolites can be obtained from aqueous extracts.

By the use of HR-MAS NMR spectroscopy on intact fish muscle, both lipids and small metabolites can be analyzed at the same time, without pre-treatment of the sample. $^1$H HR-MAS NMR has previously been used on Atlantic salmon (Salmo salar) to obtain the n-3 FA content (Aursand et al., 2006). EPA and DHA levels have previously been determined by $^1$H NMR spectroscopy on fish oils (Guillén et al., 2008; Tyl et al., 2008).

The aim of this study was to develop a HR-MAS NMR method that can be used for quantification of n-3 FA, EPA and DHA on intact fish muscle, and at the same time give a profile of small metabolites. The method was applied on the relatively new aquaculture species Arctic char (Salvelinus alpinus), for which the NMR profiles of FA and small metabolites have not been previously investigated.

8.2 Experimental procedures

Tissue samples from Arctic char muscle (ca. 15 mg) were inserted into 4-mm zirconia rotors and 20 μL of D$_2$O was added. NOESY presaturation, BPP-LED and CPMG experiments were performed at 4 kHz spinning rate.

8.3 Results and discussion

NOESY presaturation and BPP-LED experiments (Figure 43) were used for quantification of n-3 FA, EPA and DHA, whereas CPMG experiments were used to monitor the small metabolite profile.

The signal of the terminal methyl group of n-3 FA (signal 2 in Figure 43) has a higher chemical shift than other FA, which is induced by the double bond on carbon 3 from the omega end. The relative amount of n-3 FA can be calculated by the formula (Sacchi et al., 1993):

$$n\text{-}3\% = 100 \times \frac{S_2}{S_1 + S_2}$$

where $S_1$ is the methyl signal of other FA than n-3 FA.

Most individual FA are impossible to distinguish by $^1$H NMR due to their equivalent chemical shifts. Fortunately, the two essential PUFA in fish, DHA and EPA, have typical signals, which can be used for quantification. The proton signals from the α- and β-carbon of DHA (S8) have different chemical shifts because of the double bond on the γ-carbon. These signals are more up-field shifted for other FA (S7 and S4). The amount of DHA can thus be calculated by the formula (Igarashi et al., 2000):
Figure 43. BPP-LED spectrum of Arctic char muscle showing the fatty acid profile: 1) CH₃ (except n-3), 2) n-3 CH₃, 3) CH₂, 4) β-CH₂, 5) β-CH₂ of EPA, 6) CH₂-CH=CH, 7) α-CH₂, 8) α- and β-CH₂ of DHA, 9) =CH-CH₂-CH=, 10) N+(CH₃)₃ of phosphatidylcholine, 11) and 12) glyceryl CH₂, 13) glyceryl CH, and 14) CH=CH.

\[
\text{DHA\%} = 100 \times \frac{(S8)/2}{(S8)/2 + S7}
\]

EPA has a double bond on the δ-carbon, which induces a downfield shift of the signal from protons attached on the β-carbon (S5), compared to that of other FA (S4). The amount of EPA can be calculated by the formula (Guillén et al., 2008; Tyl et al., 2008):

\[
\text{EPA\%} = 100 \times \frac{S5}{S4 + S5 + (S8)/2}
\]

Also β-protons from arachidonic acid contribute to signal 5, as it contains the same structural element. However, the amount of arachidonic acid in fish is usually negligible, with the exception of tuna (Tyl et al., 2008).

Triplicate samples from seven different fishes showed 25-31% n-3 FA, 10-17% DHA and 7-12% EPA, which were similar to the amounts determined by GC. The amounts calculated from NOESY presaturation and BPP-LED experiments did not differ significantly. As observed in previous studies (Tyl et al., 2008; Aursand et al., 2006; Igarashi et al., 2000; Sacchi et al., 1993), the n-3 FA content is higher when measured by GC, compared to NMR spectroscopy. This dissimilarity can be due to the different treatment of the samples, where the FA in the HR-MAS sample are still parts of triglycerides, phospholipids and sterols within the cell and the cell membrane. The composition of the FA methyl esters (FAME) that are analyzed by GC on the other hand, may be altered during the multiple-step procedure of lipid extraction, hydrolysis of lipids, and derivatization to yield FAME.
To observe the small metabolite profile, the CPMG pulse sequence was used to attenuate the contribution from macromolecules with short spin-spin relaxation times (Figure 44). The broad signals from lipids were not completely suppressed, suggesting that the muscle tissue contains a fraction of highly mobile lipids, e.g. in the form of non-esterified fatty acids (NEFA).

Signals from lactate, anserine, choline, creatine/phosphocreatine, amino acids (alanine, glycine, taurine), glucose, acetate and inosine were identified, where creatine/phosphocreatine, anserine and taurine were the most abundant. The metabolite profile was similar to that of intact muscle of Atlantic salmon (*Salmo salar*), which has previously been investigated by $^1$H NMR spectroscopy (Gribbestad *et al.*, 2005).
9 Metabonomic study on rat blood serum (Paper IV)

9.1 Background

Caloric restriction (CR) is regarded as healthy and life-extending in most cultures and religious fasting has been practiced for thousands of years. Increased lifespan through CR was first established in rats by McCay et al. (1935) and since then a considerable amount of research has been focused on the underlying mechanisms and the possible presence of similar effects in humans (Speakman & Mitchell, 2011; Spindler, 2010; Masoro, 2005).

The metabonomic approach has increased the possibilities to elucidate metabolic changes due to CR, and metabonomics with NMR spectroscopy has been used to evaluate acute CR in mice (Wijeyesekera et al., 2012; Selman et al., 2006) and long-term CR in non-human primates (Rezzi et al., 2009).

The increase in lifespan is expected to be proportional to the level of CR (Merry, 2002), but Speakman and Mitchell (2011) pointed out that there should be a level where CR becomes negative.

The aim of this study was to investigate the metabolic effects of graded CR on rats, by a metabonomics approach with NMR spectroscopy.

9.2 Experimental procedures

Blood serum from 16-month old obese female rats (n = 15) was collected after 5 days of 0% (control), 20% and 40% CR. The serum was analyzed by CPMG and BPP-LED NMR experiments and data were treated by different multivariate methods (PCA and OPLS-DA) to extract information about metabolic changes as a response to CR.
9.3 Results and discussion

The NMR spectra of rat serum (Figure 45) showed clear differences between controls and 40% CR. The concentration of 3-hydroxybutyrate was increased, whereas the levels of VLDL and LDL were decreased after CR. BPP-LED spectra were used to distinguish lipoproteins and glycoproteins from other signals, but since these signals also appeared in the CPMG spectra, they were not further used.

![Figure 45. Representative CPMG 1H NMR spectra of blood serum from obese rats after A) 0% CR (control) and B) 40% CR. AGP = “acute-phase” glycoproteins.](image)

The spectral data were initially normalized by integral normalization before OPLS-DA, but an unexpected increase in glucose with CR showed that the approximation of unit total integral was not true. Probabilistic quotient normalization (Dieterle et al., 2006) was used instead, which, after OPLS-DA, did not show any significant difference in glucose concentration (Figure 46).

Differences in chemical shifts between spectra were observed by phase distortions in the OPLS-DA loadings plot (Figure 46A). Peak alignment was obtained by the use of the icoshift algorithm (Savorani et al., 2010), which changed the appearance of the alanine methyl signal (Figure 46 and 47) from being not significant to becoming significantly decreasing with CR.

The PCA score plot of the three groups (controls, 20% and 40% CR) showed a clear separation between controls and the CR groups, but no clear separation between 20% and 40% CR (Figure 48). This pattern was confirmed by OPLS-DA analysis, where pairwise comparisons of the three groups resulted in models with the best prediction power between controls and 40%
CR ($Q^2_Y = 0.84$), followed by controls and 20% CR ($Q^2_Y = 0.76$) and 20% and 40% CR ($Q^2_Y = 0.32$).

![Figure 46. OPLS-DA cross-validated loadings of CPMG $^1$H NMR spectra of blood serum from obese rats (0% and 40% CR) A) with integral normalization and no peak alignment and B) with probabilistic quotient normalization and peak alignment. The color-code of the loadings plot corresponds to unit variance model weights. Metabolites discriminating between 40% CR (positive) and 0% CR (negative) are highlighted. $R^2_X = 0.93$ (A) and 0.88 (B), and $Q^2_Y = 0.35$ (A) and 0.84 (B).](image)

Discriminating metabolites from the OPLS-DA model of 40% CR, compared to controls, are highlighted in Figure 46B. After 40% CR an increase in 3-hydroxybutyrate signals and a decrease in alanine and lipid signals, including LDL, VLDL, glyceryl of lipids and lipid-bound choline, were observed. After 20% CR only signals from choline and glyceryl of lipids were decreased and creatine signals were increased.

The decrease in lipid signals reflects an increased β-oxidation and a decreased lipogenesis as a response to CR. The significant decrease in signals from phospholipid choline and glyceryl of lipids already at 20% CR is interesting. These compounds are degraded in the first step in the fatty acid
catabolism, when triacylglycerols and phospholipids are hydrolyzed into glycerol, NEFA and phosphocholine.

*Figure 47.* Expansion of the CPMG $^1$H NMR spectra of blood serum from obese rats A) before peak alignment and B) after peak alignment, showing the methyl signal from alanine.

The increase in 3-hydroxybutyrate also reflects an increased β-oxidation and a limited access to glucose. The decrease in alanine can be associated with an increased hepatic gluconeogenesis.

*Figure 48.* PCA score plot of PC1 vs. PC2 from obese rat blood serum after 0% CR (blue), 20% CR (red) and 40% CR (green). PC1 explained 72% and PC2 21% of the variance.

The results are similar to a previous metabonomic CR study on mice (Selman *et al.*, 2006), except for the decrease in alanine. However, a CR study on overweight rats has shown a decrease in alanine concentration (Simón *et al.*, 2002) and a net hepatic uptake of alanine was also shown during prolonged fasting in humans (Felig *et al.*, 1969).
10 Conclusions and outlook

This thesis is a contribution to carbohydrate and metabonomic NMR spectroscopy. It is aimed to give a brief introduction to the NMR technique with special focus on carbohydrate and metabonomic applications. Conclusions of the four studies and ideas about further research are summarized here.

The structural analysis of the core oligosaccharide and the O-specific polysaccharide from the \textit{P. shigelloides} O33 LPS was presented in paper I. The O-specific polysaccharide was built up of a tetrasaccharide RU, whereas the core oligosaccharide contained an undecasaccharide. At the linkage between the O-specific polysaccharide and the core oligosaccharide a 3-O-Ac-D-GalpNAc residue was found. Further investigations of the minor glycoforms revealed a 30% replacement of GlcN to Glc in the core carbohydrate backbone. This diversity has not been observed before among core oligosaccharides, and motivates the search for it in other strains and species, as well as to investigate its origin in the biosynthesis of LPSs.

The first NMR spectroscopic investigation of hydroxy protons of HA oligosaccharides, up to octasaccharide, in aqueous solution was presented in paper II. It shows that weak hydrogen bonds exist between O(4)H of GlcNAc and O(5) of GlcA across the β(1→3) glycosidic linkage and between O(3)H of GlcA and O(5) of GlcNAc across the β(1→4) linkage. A chemical exchange was observed between O(4)H of GlcNAc and O(2)H of GlcA over the β(1→3) linkage. This investigation will continue in order to distinguish between intra- and inter-molecular hydrogen bonding and to find a molecular answer on the high viscosity and water-retaining ability of HA.

HR-MAS NMR spectroscopy of intact Arctic char muscle to obtain lipid and small metabolite profiles was presented in paper III. Quantitative analysis of \textit{n}-3 FA, EPA and DHA was done, which gave similar results compared to GC analysis. By this technique the nutritional value of the fish could rapidly be obtained without any pretreatment.
The metabolic response to graded levels of short term CR in obese rats was investigated by NMR spectroscopy of blood serum and presented in paper IV. Multivariate analysis was used to determine a decrease in signals from lipids and alanine, and an increase in signals from creatine and 3-hydroxybutyrate, as a response to CR.
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