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Abstract
da Silva, V.H. (2019). Structural variants in the great tit genome and their effect

on seasonal timing. Joint PhD thesis between Wageningen University & Research,

the Netherlands and Swedish University of Agricultural Sciences, Sweden

The biodiversity of our planet has been increasingly endangered by human actions.

This nature biodiversity is strictly correlated with genomic diversity of all the species

in the ecosystem. Thus, a broader understanding on the genome of wild species may

be extremely useful to understand selection and plasticity in the natural species of

our changing world. The great tit (Parus major) is a songbird that has been exten-

sively explored in ecological and evolutionary studies, shedding light on the effects

of the global warming on nature. The seasonal timing of the great tit has been

shifting under the global warming, but the knowledge on particular genes associ-

ated with timing is still limited. Although the effect of single nucleotide changes on

the breeding timing of great tits has been investigated, the effect of more complex

structural variants is largely unknown. In fact, the genomic structural variability

was never explored in detail in these species. The aim of this thesis was to detect,

map, characterize and associate, with seasonal timing, structural variants that are

present in the great tit genome such as copy number variations (CNVs) and inver-

sions. First, this thesis presents a genome-wide map of CNV regions in the great tit

genome, showing how these variants are associated with genomic architecture that

underlies their molecular formation. Great tit CNVs, in accordance to reported in

several mammalian species, are enriched at evolutionary breakpoints. Although it

supports the importance of CNVs during speciation like is described in mammals, a

remarkable difference is that neuronal related genes may play a central role on the

great tit speciation. Second, CNVs were associated with breeding timing. Although

no strong association was found, suggestive associations such as a copy number gain

in a gene related to circadian clock deserves further investigation. Finally, this thesis

investigate in detail the genomic complexity of a large (�64 Mb) and widespread

(�5%) inversion in the Chromosome 1A. Interestingly, this inversion is a recessive

lethal selfish structural rearrangement (i.e. breaks the Mendel’s law). The inversion

is inherited twice more than expected from male carriers but are normally inherited

from female carriers, suggesting that a meiotic drive mechanism during spermato-

genesis maintains this large inversion in great tit populations.
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Chapter 1

Introduction



10 Introduction

1.1 Genetic diversity as the pillar of species con-

servation

1.1.1 Biodiversity and climate change

One of the most important challenges for humankind is the maintenance of biodi-

versity on our planet, given that species are disappearing at an alarming rate and

may need intervention to guarantee their survival Frankham et al. (2009). There

are a number of negative interactions between humans and the environment such

as pollution and deforestation, which can harm an ecosystem and consequently the

ecology of species. Ecology can be defined as the interaction between organisms

and their environment whereas evolution is the heritable change in populations of

organisms over generations. Ecology and evolution are strictly related themes and

the majority of the scientific questions in one area to some extent will touch another

one.

As genetic diversity is the substratum for evolution, diversity is an essential pil-

lar in conservation genetics. Changes in the environment are the main driver of

natural selection, where individuals with higher chance to reproduce have a higher

fitness. Consequently, specific genetic variants from adapted animals will increase in

future generations which can lead to a lower amount of genetic diversity. Therefore,

species may start to disappear through changing ecosystems as a consequence of

this damaged biodiversity.

The environment is constantly changing due to natural ecological processes. How-

ever, in the last decades many human activities such as deforestation (Zemanova

et al., 2017), gas emission (Meinshausen et al., 2009); in great part coming from

animal production (Koneswaran & Nierenberg, 2008) and industrialization (Mgbe-

mene et al., 2016); caused fast and profound shifts in natural habitats. These human

activities lead to a phenomenon that is increasingly studied, climate change. The

effects of climate change on natural populations has been extensively studied in a

wide range of species, which usually have their phenology affected by these environ-

mental changes. The phenology of several species has been shifting and resulting in

a mismatch between interconnected species belonging to the same ecosystem (Visser

& Both, 2005). Therefore, a deeper understanding of the genetic variability, which

directly reflects the biodiversity, may assist in future efforts to prevent ecological im-

balance or even species extinction. In fact, the resettlement of individuals increases

the genetic diversity and adaptive potential in species with a disrupted ecosystem,

and may be a crucial step for their conservation (Coates et al., 2018).
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1.1.2 Ecology and evolution of great tits

Box 1. Great tit: the model species

The great tit (Parus major) is a territorial songbird that occupies a

wide range of habitats (van Balen, 2002) being found from North Africa

across temperate Eurasia as well as into large parts of tropical South East

Asia (Portenko & Wunderlich 1984, Figure 1.1). The great tit is a widely

studied species in ecology and evolution that has been used as a model

species to understand reproduction (Smith et al., 1989), learning/cognition

(Cauchoix et al., 2017) and the effects of human activities on their behaviour

(Corsini et al., 2017).

Figure 1.1: Distribution of Parus major species around the globe. Adapted

from (BirdLife, 2019).

Studies on the great tit shed light on how the life cycle of natural species has

been shifting under climate change (Visser & Both, 2005). For example, seasonal

phenotypes, like e.g. egg-laying date during a breeding season, have been used to

understand the relationship between warmer/colder seasons and breeding timing
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(Schaper et al., 2011). However, the pace of change in phenology is clearly different

in species that present trophic interactions with great tits, such as the caterpillar

peak biomass date (Visser et al., 1998). This mismatch between newborn chicks and

the date of the biomass peak of the caterpillars, which is the main food for the chicks,

has generate questions about the effects of climate change in ecosystems.

Given the importance of great tit as a model species in ecology and evolution,

more advanced molecular techniques have been developed and implemented to study

this species. An important advancement was the publication describing a reference

genome to the great tit, which in addition explored evolution of cognition by exam-

ining the species genome and methylome (Laine et al., 2016). The reference genome

for the great tit allowed gene annotation and consequently evolutionary studies with

genomic information. The great tit genome has a total number of 33 chromosomes,

which harbors more than 4 millions SNPs. The knowledge on the great tit genome

and the SNPs across the chromosomes was crucial to the development of a custom

high density SNP array (Kim et al., 2018), which is able to successfully genotype

more than 500 thousand single nucleotide polymorphisms (SNPs) per sample. It

allowed genome-wide association studies (GWAS) to clarify the genetic basis of

breeding timing (Gienapp et al., 2017) and beak size in great tits (Bosse et al.,

2017). The breeding timing in birds is a seasonal trait that is reflected by the laying

date of the first egg in a breeding season (i.e. egg-laying dates). Therefore, Gien-

app et al. 2017 performed an environment-dependent SNP based GWAS to capture

genes underlying variation in breeding timing. However, they found no genes that

are strongly associated with egg-laying date in great tits, evidencing the polygenic

and plastic nature of timing. On the other hand, Bosse et al. 2017 showed by selec-

tive sweep analysis, that the longer beaks are associated with a specific haplotype of

the COL4A5 gene, which is also positively associated with fledgling production (i.e.

proxy for fitness). Interestingly, great tits from UK have longer beaks than those

from the Netherlands, which suggests a recent human-driven selection for longer

beaks in this species caused by more artificial feeding in UK than in the rest of

Europe.

The recent effort to better understand the genetic and epigenetic variation in great

tits is an important next step to comprehend how this species is responding to our

changing world and how their populations may increase or decrease on the years to

come. Moreover, molecular studies performed in great tit can assist similar efforts

on other wild species. However, apart from the considerable advancements on the

understanding of the great tit genome using SNPs and their respective haplotypes,

structural variants (SVs) such as translocations, duplications/deletions and inver-

sions have been poorly explored in this species. Fortunately, with the release of the

great tit reference genome (Laine et al., 2016), the use of sequencing and genotyping

(i.e. high density SNP array, (Kim et al., 2018)) to the identification of SVs was
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facilitated. There are an increasing number of software available to detect SVs of

which can use more than one algorithm in order to improve specificity and sensitiv-

ity (Ye et al., 2016). On the other hand, by using SNP arrays, one of the SV types

which focuses on genome duplications and deletions named copy number variation

(CNVs) can be uncovered by signal intensity and heterozygosity level of their over-

lapping SNP probes. Also, different SNP array based algorithms are available to

the identification of CNVs, which show different success rate, average stability rate,

sensitivity, consistence and reproducibility (Zhang et al., 2014b).

1.2 Genomic structural variants and biodiver-

sity

1.2.1 Biological effects and evolutionary footprints of structural vari-

ants

Research on genomic variants usually focuses on single nucleotide changes (Casci,

2010), but recently it has become clear that the complexity of the genome goes

much further. Apart from single nucleotides, variants in the genome structure also

underlie an important part of the evolutionary history (Katju & Bergthorsson, 2013)

and are associated with a wide range of phenotypes (Weischenfeldt et al., 2013) in

humans, livestock and wild species.

In humans, structural variants such as CNVs have been linked to different kinds

of mental disability by causing disorders in the nervous system (Lee & Lupski,

2006), with obesity (D'Angelo & Koiffmann, 2012), cancer predisposition (Shlien &

Malkin, 2010), hemophilia (Antonarakis et al., 1995) and several other diseases and

syndromes (for a review see Zhang et al. (2009)). Studying CNVs is also important

to understand the evolutionary history of humans as CNVs in genes underpinning

inflammatory response and cell proliferation may underlie phenotypic differentiation

of humans and chimpanzees (Perry et al., 2008). Susceptibility to diseases that are

still not curable, such as the acquired immunodeficiency syndrome (AIDS), rely on

CNVs. The importance of CNVs to understand AIDS was shown by a meta-analysis

that included more than nine independent studies that indicated that an increase

in the number of copies of the CCL3L1 gene decrease the risk of a HIV-1 infection

(Liu et al., 2010).

In livestock, CNVs have also been associated with different diseases, syndromes and

morphological phenotypes (Clop et al., 2012) such as e.g. the pea-comb phenotype

in chicken (Wright et al., 2009). Moreover, quality-related production traits such as

meat tenderness have been associated with CNVs (da Silva et al., 2016), which in
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is known to underlie a widespread effect on gene expression in muscle (Geistlinger

et al., 2018). Mainly in cattle, several studies have shown how CNVs have shaped

the current breeds through natural and artificial selection (Keel et al., 2016; Upad-

hyay et al., 2017). CNVs are also important to the mutation dynamics of CpG

dinucleotides leading to a higher genomic ‘flexibility’ in the evolution of chickens

(Pértille et al., 2019). In fact, CNVs overlap CpG sites more than expected than

change in other birds, such as the great tit (Chapter 2 of this thesis).

There is a growing effort to explore the evolutionary importance of CNVs in natural

populations. For example, in house-mouse three conserved genes endured major

population-specific duplications (Pezer et al., 2015). Other studies also exist in

plasmodium (Simam et al., 2018), stickleback (Chain et al., 2014) and pine (Prunier

et al., 2017) in which CNVs confer adaptability to a highly diverse/novel ecological

environments that are rapidly changing. However, albeit some studies explored the

role of CNVs to adaptation under fast environmental changes, the direct association

of CNVs with intraspecific phenotypes and fitness components is poorly explored

in the literature. Apart from CNVs, the fitness effect of the inversions have been

increasingly explored in different species.

In human evolution, inversions had a fundamental role as more than 1,000 inver-

sions diverge between human and chimpanzee genomes (Hellen, 2015). Moreover,

the history of different human civilization is partially reflected by inversions. For

example, different human populations show a distinct frequency for a pericentric

inversion in chromosome 9 (Hsu et al., 1987). Although, the effect of inversion

on human diseases is still limited (Puig et al., 2015), neurodegenerative diseases

have associated with polymorphic inversions (Pittman et al., 2006), which in turn

can cause a predisposition to other disease-related structural rearrangements (Puig

et al., 2015).

Polymorphic inversions have been associated with a number of traits in Drosophila,

ranging from body size to male mating success (reviewed in (Hoffmann & Rieseberg,

2008)), which can considered as a proxy for fitness. Moreover, the speciation in

a major human malaria vector (Anopheles funestus) is associated with inversions

(Ayala et al., 2011), evidencing the importance of inversions to better understand

the recent evolution of widespread disease vectors. Moreover, the mating strategy

in different wild birds is associated with inversions, such as the male morphs in ruff

(Philomachus pugnax ) (Lamichhaney et al., 2016) or the disassortative mating in

white-throated sparrow (Zonotrichia albicollis) (Tuttle et al., 2016).

Although the inherent role of different SVs has been increasingly explored, the strat-

egy used for detection and classification of SVs is not trivial. The methods to detect

CNVs are still evolving and need to be interpreted carefully. Moreover, even ignor-

ing the technical challenges, the biological variability among structural variants is
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stunning by itself. Different classes of structural variants can share definitions and

mechanisms of formation (Carvalho & Lupski, 2016), which confer another layer of

complexity to their study.

1.2.2 Methods to detect structural variants

Several methods have been used to discover structural variants in the genome. These

greatly differ in resolution and false negative-positive rates (Alkan et al., 2011). The

three methods are fluorescent in situ hybridization (FISH), different array types

and Next generation sequencing (NGS). FISH was a pioneer method that is able

to karyotype large structural variants (�500 kb to 5 Mb, Trask (1998)). However,

for the discovery of shorter variants the development of microarrays was crucial.

There are two types of microarrays primarily represented by array comparative

genomic hybridization (CGH) and SNP arrays. CGH compares the hybridization

of two labelled samples (i.e. test and reference) to a set of hybridization targets,

which are typically long oligonucleotides or bacterial artificial chromosome (BAC)

clones. SNP array platforms are also based on hybridization, but the hybridization

is performed per sample and intensities measured in several samples are clustered

to detect signal deviations in each sample (Alkan et al., 2011). Most of the SNP

array based software use the relative probe intensity signal (log R ratio - LRR) from

each probe to estimate deviations in the number of copies. The interpretation and

filtering of these signals have been evolving and more recently the frequency of the

B allele (BAF) has been also integrated in some algorithms in order to improve

sensitivity and activity of the CNV calls (Yau & Holmes, 2008). One of the most

widely used algorithms that considers both LRR and BAF is implemented in the

PennCNV (Wang et al., 2007) software, which has been pointed to have the best

consistency with a CGH gold standard (�24 million probes per sample, Zhang et al.

2014b).

The use of next-generation sequencing (NGS) technologies opened new possibilities

to study structural variants. NGS technologies are able to produce millions of reads

that can be used to construct a de-novo reference genome or be mapped onto an

existent reference genome. Algorithms that use NGS read information to identify

structural variants can be generally classified into read-pair (RP), split-read (SR),

read-depth (RD) and assembly (review in Ye et al. 2016). RP is based on the fact

that mapping distance between two reads in a pair will differ if a deletion/insertion

is present. Moreover, some RP based software such as Break Dancer (Chen et al.,

2009) can gather reads with abnormal insert size and orientation to uncover possible

inversions and translocations. Otherwise, SR method uses the information of reads

that split at the breakpoint of a structural variant. These split reads map separately,

and/or in a reverse orientation, to the reference genome, which provides location,
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size and assist in the classification of the identified variants. RD is not based on

the genomic location of the read pairs or split reads but otherwise on the number of

reads overlapping certain genomic regions. Therefore, duplicated or deleted regions

can be identified due to their significantly higher or lower read coverage. Finally,

assembly based methods usually perform a local assembly on the missing read-pairs

and therefore variants are called from the assembled contigs. However, although an

increasing number of software to detect structural variants from sequencing data has

been described in the literature, several computational and bioinformatics challenges

remain (Tattini et al., 2015). Moreover, the underlying costs in NGS can be still

prohibitive for large populations.

1.2.3 Genomic architecture underlies structural variant formation

The understanding of the molecular basis of a wide range of phenotypes, across

several species, has evolved quickly. An increasing number of studies has shown the

tremendous plasticity and dynamic nature of the genome. However, genomic vari-

ability can implicate in complex gene structures that are challenging to fully expose.

The high complexity of a genome is usually linked with structural variants which

sometimes can be confusing in their definitions, e.g. limit length to distinguish inser-

tions/deletions (INDELs) and copy number variations (CNVs) or length, repetitive

nature and mobility of a translocation to be considered a transposon (denominated

transposition instead). In general, translocations, changes in copy number and in-

versions overlap, to a reasonable extent, the majority of the classes of structural

variants that are reported in the literature.

Translocations are chunks of the genome moved from one genomic location to an-

other, which can be balanced or unbalanced depending whether genetic material is

lost or added at the translocated region (Harewood et al., 2017). Thus, an unbal-

anced translocation is followed by a copy number change. Formally, changes in copy

number may be generally classified as CNVs if they encompass more than 1kb (or

>50 bp in some definitions (Clop et al., 2012), which usually can be identified by

NGS but not by SNP-arrays) or as INDELs if shorter than 50 bp in size (or <50

bp in some definitions (Sehn, 2015)). In fact, INDELs might be not even generally

classified as SVs (Ye et al., 2016). In turn, CNVs that are located in reverse orien-

tation can underlie the formation of inversions (Palacios et al., 2017) by providing

substrate to non-allelic homologous recombinations (NAHR, Hoffmann & Rieseberg

(2008); Carvalho & Lupski (2016)). There are also some evidence that small in-

versions and nonrecurrent CNVs can be also formed by microhomology-mediated

break-induced replication (MMBIR) (Hastings et al., 2009) and fork stalling and

template switching (FoSTeS) (Zhang et al., 2009).
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Nomenclature in structural variants also encompass terms such as segmental dupli-

cations (SDs, also known as low copy repeats - LCRs), which represent the homolo-

gous regions in the genome; or transposable elements which account for a substantial

fraction of copy number changes and are also known as ‘jumping genes’. Segmen-

tal duplications, in essence, are CNVs that were fixed in a given species and may

collaborate to the expansion of gene families. Otherwise, transposable elements

can insertionally mutate the genes in which they land (Chen et al., 2005; Batzer

& Deininger, 2002) and underlie the formation of additional variants as deletions,

duplications, inversions, or translocations (Sen et al., 2006; Bailey et al., 2003).

Given the interdependence among all different structural variant classes and their

sharing mechanisms of formation, it may be informative to explore different classes

of structural variants jointly also because one class can be intrinsically associated

to another. The same group of replication-based mechanisms (RBMs) can produce

different SVs classes of which in turn can be part of a specific genomic architecture,

which endures a specific or multiple RBMs (Figure 1.2). For example, repetitive

elements in the genome can be rich in adenine-timine (AT-rich intervals) or in CpG

sites (i.e. which can be methylated), which are associated with regions prone to

break (Franchitto, 2013) and with a high recombination rate (Singhal et al., 2015),

respectively. It is known that AT-rich intervals are enriched for rare variants (Car-

valho & Lupski, 2016) (multiple origins), likely formed by break-induced replication

(BIR) mechanisms such as non-homologous end joining (NHEJ), whereas CpG to

more common CNVs (Chapter 2 of this thesis) which tend to be formed by ho-

mologous recombination (e.g. NAHR). Thus, different RBMs are more prevalent at

certain genomic architecture leading to a higher incidence of a specific SV. However,

even considering the genomic architecture behind complex genomic rearrangements

they can be mistaken for simple rearrangements, such as changes in copy number,

due to technical challenges and the limited resolution capabilities of the methods

used in structural variation detection (Carvalho & Lupski, 2016).
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Figure 1.2: Representation of the main structural variant (SV) concepts

in the genome. SVs can be formed through replication-based mechanisms (RBMs)

such as non-allelic homologous recombination (NAHR) and non-homologous end joining

(NHEJ). These two repair mechanisms can generate di�erent kinds of structural variants

during replication due to their instability in more complex regions (e.g. in low-copy re-

peats - LCRs) (Carvalho & Lupski, 2016). There are evidence that CNVs and inversions

may be also formed by microhomology-mediated break-induced replication (MMBIR)

and fork stalling and template switching (FoSTeS) (Hastings et al., 2009; Zhang et al.,

2009). Transposons lead to increased template switching and can consequently promote

SV formation (Mayle et al., 2015). AT-rich repeats may be prone to break during repli-

cation (Carvalho & Lupski, 2016; Zhang & Freudenreich, 2007; Fungtammasan et al.,

2012; Franchitto, 2013), promoting SV formation (Carvalho et al., 2013; Deem et al.,

2011). Transcription start and end sites are enriched with CpG islands and both features

have been associated with recombination in birds (Singhal et al., 2015).

1.3 Thesis Overview

This thesis explores the structural variants in the genome of a well-studied songbird

in ecology and genomics. Popularly known as the great tit, Parus major has been

investigated for several decades at long-term study sites in the Netherlands and

United-Kingdom. Here, using birds from these sites, I explore mainly two classes of

structural variants in the great tit genome: CNVs and inversions. I first describe

these structural variants, followed by exploring the possible associations with sea-

sonal measurements such as egg-laying date. In chapter 2 I detected CNVs in

a great tit population from the Netherlands and performed a detailed characteri-
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zation of the genomic architecture, including other structural variant classes such

as SDs and transposons, which might underlie CNVs in great tits. Although the

biological and technical challenges were evident, it was possible to assess the CNV

inheritance patterns and calling confidence in our data-set (e.g. the high number of

false negatives calls). Moreover, CNVs were enriched at evolutionary breakpoints,

which in turn are enriched for neuron and cardiac related genes. In chapter 3 I

performed a genome-wide association study (GWAS) with egg-laying dates as an

individual trait and CNVs. For this, I used the populations from the Netherlands

and United-Kingdom. For the population from the Netherlands I used the CNVs

detected in chapter 2 and for the population from United-Kingdom I used the

same methods described in chapter 2 to infer CNVs. CNVs within genes related to

circadian clock and reproduction were identified, evidencing the possible effects of

CNVs on breeding time. However, CNV-GWAS with quantitative phenotypes have

a not well-defined ‘gold standard’ in the literature (e.g. strategy to define a ‘CNV

locus’ when multiple overlapping CNV calls have distinct breakpoints), sometimes

including studies that make use of commercial software (i.e. black boxes). Therefore,

I incorporated the CNV-GWAS methodology, which was developed in chapter 3,

into an open-source R/Bioconductor (Huber et al., 2015) package that is described

in chapter 4. The package, called CNVRanger, will allow other researchers to

perform a CNV-GWAS with a digestible and clear methodology. Moreover, the CN-

VRanger package includes additional features to deal with downstream analysis of

CNVs including methods for summarization (e.g. concatenation of CNV calls into

regions) and association with gene expression. To go beyond CNVs, in the chapter

5 I explored a very large inversion present in �5% of the Dutch population which

encompasses 90% of Chromosome 1A. The inversion harbors complex breakpoints

and evidences a possible gene flux in the center. In the chapter 6 I show that this

large inversion is lethal in homozygotes but it is on balancing selection by a meiotic

drive mechanism (i.e. a ‘selfish gene’).
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Abstract

Understanding variation in genome structure is essential to understand phenotypic

differences within populations and the evolutionary history of species. A promis-

ing form of this structural variation is copy number variation (CNV). CNVs can

be generated by different recombination mechanisms, such as non-allelic homolo-

gous recombination, that rely on specific characteristics of the genome architecture.

These structural variants can therefore be more abundant at particular genes ulti-

mately leading to variation in phenotypes under selection. Detailed characterization

of CNVs therefore can reveal evolutionary footprints of selection and provide insight

in their contribution to phenotypic variation in wild populations. Here we use geno-

typic data from a long-term population of great tits (Parus major), a widely studied

passerine bird in ecology and evolution, to detect CNVs and identify genomic fea-

tures prevailing within these regions. We used allele intensities and frequencies from

high-density SNP array data from 2,175 birds. We detected 41,029 CNVs concate-

nated into 8,008 distinct CNV regions (CNVRs). We successfully validated 93.75%

of the CNVs tested by qPCR, which were sampled at different frequencies and sizes.

A mother-daughter family structure allowed for the evaluation of the inheritance

of a number of these CNVs. Thereby, only CNVs with 40 probes or more display

segregation in accordance with Mendelian inheritance, suggesting a high rate of false

negative calls for smaller CNVs. As CNVRs are a coarse-grained map of CNV loci,

we also inferred the frequency of coincident CNV start and end breakpoints. We ob-

served frequency-dependent enrichment of these breakpoints at homologous regions,

CpG sites and AT-rich intervals. A gene ontology enrichment analyses showed that

CNVs are enriched in genes underpinning neural, cardiac and ion transport path-

ways. Great tit CNVs are present in almost half of the genes and prominent at

repetitive-homologous and regulatory regions. Although overlapping genes under

selection, the high number of false negatives make neutrality or association tests on

CNVs detected here difficult. Therefore, CNVs should be further addressed in the

light of their false negative rate and architecture to improve the comprehension of

their association with phenotypes and evolutionary history.
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2.1 Introduction

Genetic variants in the genome have been selected over the course of evolution

based on their adaptive value under changing environmental conditions but are also

affected by random drift (Lynch et al., 2016). These variants range from single nu-

cleotide changes to complex rearrangements in structure (Vitti et al., 2013), which

modulate gene expression (Pastinen, 2006; Williams et al., 2007; Bryois et al., 2014)

leading to ample phenotypic variation in wild populations (Šťov́ıček et al., 2014;

Vu et al., 2015; Conover et al., 2016). Structural variants show different degrees

of complexity, and include copy number variations (CNVs), inversions, insertions,

translocations, fissions and fusions (Yalcin et al., 2012; Zhao et al., 2016). A bet-

ter understanding of these structural variants is essential for detecting important

genomic features under selection and their association with phenotypes. In fact,

CNVs are known to be major mutations that encompasses more nucleotides than

single nucleotide polymorphisms (SNPs) (Redon et al., 2006b) and underlie differ-

ences within populations and between closely related species such as human and

chimpanzee (Perry et al., 2008).

Although complex rearrangements in the genome which involves combined events

like inversions and translocations can be technically challenging and costly to fully

characterize (Alkan et al., 2011), CNVs are more easily assessed and be an indication

of complex variants (Carvalho et al., 2013). Moreover, CNVs are the raw material

for gene family expansion and diversification (Perry, 2008), which ultimately lead to

repetitive regions that have an important role in evolutionary breakpoints (Sankoff,

2009). CNVs are usually defined as genomic intervals larger than 1 kilobase (kb)

containing deletions or duplications, which can be studied using widely available

SNP arrays (Yau & Holmes, 2008). Despite their limited resolution, these SNP

arrays are cost effective for studies in large populations (Perkel, 2008) and CNVs

can be uncovered by signal variability and heterozygosity level in overlapping SNP

probes (Yau & Holmes, 2008).

Species-specific SNP arrays have been used extensively to study CNVs and their

association with phenotypes and evolutionary history, in domestic animals (Clop

et al., 2012; da Silva et al., 2016), humans (Perry et al., 2006, 2008) and natural

populations (Prunier et al., 2017). In mammals, CNVs has been associated with

production traits (Prinsen et al., 2017) and pathogen resistance (Liu et al., 2011).

Deletions or duplications of genes underpinning inflammatory response and cell pro-

liferation are involved in the phenotypic differentiation of humans and chimpanzees

(Perry et al., 2008). An interesting example of phenotypic variation as a result of

CNV is the pea-comb phenotype in chicken which is caused by a CNV in intron 1

of SRY-Box 5 (SOX5, (Wright et al., 2009)). Interestingly, the number of repeats
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quantitatively affects this phenotype when in heterozygous state (Moro et al., 2015).

Although CNVs are increasingly recognized as source of phenotypic variation, other

aspects of CNVs as their inheritance, genomic distribution and rate of false positive

or negatives lacks further investigation in large populations.

CNVs usually follow a Mendelian inheritance pattern (Locke et al., 2006), but also

de novo mutations have been shown to be functionally relevant and to be associated

with a number of diseases (Veltman & Brunner, 2012). Structural rearrangements,

like CNVs, result from a number of distinct recombination mechanisms (for a re-

view see (Carvalho & Lupski, 2016)). Such mechanisms like non-allelic homologous

recombination or break induced replication prevails at regions in the genome ex-

hibiting specific architecture like segmental duplications and common fragile sites,

respectively. Moreover, structural mutability is associated with hypomethylation

(Li et al., 2012; Harris et al., 2013) and CpG islands and transcription start and

end sites have been shown to be associated with high recombination rates in birds

(Singhal et al., 2015).

We identified and studied CNVs in a natural population of great tits (Parus ma-

jor). The great tit is a widely studied passerine bird species in ecology that, in the

past decades, has provided important insights into speciation (Kvist et al., 2003),

phenology (Perrins, 1970; Visser et al., 1998; Buse et al., 1999), behavior (van der

Meer & van Oers, 2015; Fidler et al., 2007) and microevolution (Husby et al., 2011).

After completion of the great tit genome sequence (Laine et al., 2016), a customized

high density 650k SNP array was developed enabling more detailed genomic studies

in this species. We present a CNV analysis in the great tit genome using intensi-

ties and allele frequencies from this SNP array. We annotated functional features,

accessed mother-daughter inheritance and characterized the genomic architecture

underlying different molecular mechanisms, which in turn are known to give rise to

different CNV classes. Our study lays the foundations for future studies on complex

genetic variants in this population, to better understand genetic variation under

global warming and association with shifting seasonal phenotypes.

2.2 Material and methods

Genotype calling and population description

Blood samples of great tits (Parus major) were collected from our long-term study

populations on the ‘Veluwe’ area near Arnhem (52�02’ N, 5�50’ E, the Netherlands).

Whole blood samples were stored in either 1 ml Cell Lysis Solution (Gentra Puregene

Kit, Qiagen, USA) or Queens buffer (Seutin et al., 1991). DNA was extracted by
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using the FavorPrep 96-Well Genomic DNA Extraction Kit (Favorgen Biotech corp.).

DNA quality and DNA concentration were measured on a Nanodrop 2000 (Thermo

Scientific).

A total of 2,648 great tits were genotyped using a custom made Affymetrix® great

tit 650K SNP chip at Edinburgh Genomics (Edinburgh, United Kingdom). SNP

calling was done following the Affymetrix® best practices workflow by using the Ax-

iom® Analysis Suite 1.1. Nine individuals with dish quality control value of <0.82

were discarded. The length of the probes is 70 bp and more information is available

in the raw data submitted to gene expression omnibus (GEO, GSE105131).

Input construction and individual CNV calling

We applied the files denominated ‘summary’, ‘calls’ and ‘confidences’, built dur-

ing SNP genotyping, to obtain the inputs for CNV detection. These files were

used to generate canonical clusters (Peiffer, 2006) by the PennCNV (version 08 Feb

2013) function ‘generate affy geno cluster.pl’, which allowed the estimation

of the relative signal intensities (i.e. LRR) and relative allele frequencies (B allele

frequency, BAF) by the ‘normalize affy geno cluster.pl’ PennCNV function.

Using individual BAF values we then estimated the population BAF for each SNP

marker, with the ‘compile pfb.pl’ PennCNV function.

As the CG ratio content around each SNP marker is known to influence the signal

strength (Diskin et al., 2008), their relative content (1 Mb window) was estimated

using the ‘nuc’ BEDTools function (Quinlan & Hall, 2010). Therefore, we used

the ‘genomic wave.pl’ PennCNV function to adjust individual raw LRR signal

values.

To identify the individual CNVs, we applied the ‘detect cnv.pl -test’ for all 31

autosomes. The raw CNVs were filtered out if smaller than 1 kb or supported by

less than 3 SNPs. Birds with LRR standard deviation >0.30 or BAF drift >0.02

were also filtered out. A total of 2,175 birds had at least one CNV call after quality

control.

Establishment of CNV hotspots and CNV frequency

The genomic regions with at least one individual CNV mapped were defined by

the ‘reduce’ function from GenomicRanges Bioconductor/R package (version 1.28,

(Lawrence et al., 2013)) and then defined as CNVRs. The frequency of each CNVR

was estimated based on the number of samples mapped at the genomic interval

comprised by the CNVR.
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We inferred the frequency of all CNV start and end positions and extend by 5 kb up

and downstream these breakpoints. These genomic intervals are defined throughout

the text as CNV breakpoint windows and their coordinates were compared with

functional and repetitive intervals in the great tit genome.

CNV validation by quantitative PCR

Primers were designed using Primer3plus (Untergasser et al., 2007) and qual-

ity testing was performed with NetPrimer (http://www.premierbiosoft.com/

netprimer).

Samples to be validated were checked for quality based on the amount of dsDNA,

which was measured with Qubit® Fluorometer. Subsequently, in each sample we

used four different concentrations to determine primer efficiency: 15ng, 7.5ng, 3.8ng

and 1.9ng of DNA. Reactions were joined in a final volume of 12.5�l, containing

3.75�l DNA, 6.25�l 2X reaction buffer (MESA Blue from Invitrogen®), 1.25�l for-

ward primer (2�M) and 1.25�l reverse primer (2�M). Samples with CNV and diploid

(2n, reference samples) were tested with the designed primer sets. Measurements

were performed with the Applied Biosystems® 7500 real-time PCR system. Cycle

thresholds (log2 Ct) were corrected based on the efficiency of each primer. ∆Ct

was calculated as Ct from the sample with a specific CNV minus Ct of the diploid

(2n) reference sample (D’haene et al., 2010). The reference sample was given by a

random bird with 2n state on the tested region.

Identification of repetitive regions in the great tit genome

To identify masked regions in the reference genome and their respective functionality

we applied RepeatMasker (Smit et al., 2013-2015) version open-4.0.6 using the de-

fault mode run with cross match version 0.990329. The query species was assumed

to be ‘aves’. The regions identified were classified as retroelements, RNA-related

regions, DNA transposons and in-tandem repeats. Subclassification to define the

families within each class was also described when available for a specific class. For

simplification, we considered three general families in retrotransposons (short inter-

spersed nuclear elements [SINEs], long interspersed nuclear elements [LINEs] and

long terminal repeats [LTRs]) and in-tandem repeats (satellites, regions of low com-

plexity and simple repeats). Uncertain family classification was neglected in DNA

transposons (e.g. “hAT?” was considered “hAT”).

To identify homologous regions in the great tit genome we used a protocol described

elsewhere (Khaja et al., 2006), which applied the megablast greedy algorithm (Zhang

et al., 2000) on the great tit reference genome build 1.1 (Laine et al., 2016). We
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performed all possible comparisons among autosomes and each one against itself to

identify inter and intra chromosomal duplications, respectively. We subset regions

larger than 1 kb and >90% in sequence similarity, which suggest regions containing

recent segmental duplications (Khaja et al., 2006). We filtered out all homologies

with more than 10% of its size containing unknown nucleotides (“N”) or/and with

less than 1 kb of know nucleotides: adenine (A), cytosine (C), thymine (T) or

guanine (G).

Functional features and patterns in great tit genome

Thus, we identified genomic intervals containing [CG]n (n = 1) and TSSs (defined

the gene promoters as regions starting 300 bp upstream and ending 50 bp down-

stream each gene start position, always considering the transcription orientation in

each gene). We also identified regions rich in AT ([AT=TA]n or [AA=TT ]n, where n

� 4), due to their role on recombination by break induced replication (Franchitto,

2013). CpG sites and AT-rich intervals were converted into reference genomic ranges

(build 1.1, Laine et al. 2016) by ‘vmatchPattern’ function in GenomicRanges Bio-

conductor/R package (version 1.28, Lawrence et al. 2013). The overlap expected by

chance was obtained by simulating genomic tiles of 10 kb with ‘randomizeRegions’

function in regioneR Bioconductor/R package (version 1.80, Gel et al. 2015).

Gene annotation and enrichment analysis

We used gene annotation version 101 from the general feature format (GFF) file

from National Center for Biotechnology Information (NCBI) great tit genome

1.1 (https://www.ncbi.nlm.nih.gov/assembly/GCF_001522545.2). From 17,545

unique gene names, 16,541 were assigned to autosomal chromosomes which were

then used to the subsequent enrichment steps. Gene names were converted to En-

trez Ids and subsequently enriched with ‘enrichKEGG ’ function to identify KEGG

pathways; and ‘enrichGO ’ function to identify GO gene sets overrepresented in all

CNVRs and in CNV breakpoint windows present in four birds or more. Both func-

tions, implemented in the ClusterPro�ler bioconductor R package (version 3.4.1,

Yu et al. 2012), used human as the organism (org.Hs.eg.db bioconductor R package

version 3.4.1, 2017-Mar29, Carlson 2017) due to high accuracy in gene and pathway

annotation. The p-values were adjusted by Benjamini and Hochberg method (FDR,

Benjamini & Hochberg 1995). The gene background to enrichment of CNV break-

point windows included just genes up to 5 kb from SNPs (reflecting every 10 kb

window around SNPs). To infer the enrichment expected by chance using the same

number of genes, we randomly sampled 6,812 genes (total number of unique gene

names overlapping CNVRs) 10,000 times and followed the same enrichment process.
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Thus, for each significant KEGG pathway in CNVRs, we compared the number of

protein/gene names in CNVRs with random enrichments. Therefore, the permuta-

tion p-value was based in the number of times that a random enrichment obtained

equal more protein/gene names linked to a specific process (times/10,000).

Identification of Syntenic blocks and evolutionary breakpoints

We used the chicken (Gallus gallus, Gallus gallus-5.0) and zebra finch (Taeniopygia

guttata, taeGut3.2.4) genomes to find sequence synteny with the great tit genome

build 1.1 (Laine et al., 2016). All FASTA files were used in the ‘FindSynteny ’

and ‘AlignSynteny ’ functions, which are both implemented in the R/Bioconductor

package DECIPHER (Wright 2016, version 2.6.0). The synteny blocks were merged

by overlap with ‘reduce’ function (GenomicRanges Bioconductor/R package, version

1.28, Lawrence et al. 2013). We classified the resulting output into (i) syntenic

blocks, (ii) evolutionary breakpoints and (iii) evolutionary breakpoint regions as

described previously (Ruiz-Herrera et al., 2006).

2.3 Results

CNV identification, frequency assignment and inheritance

We performed a CNV analysis in great tit genomes using a high density SNP array

intensities and allele frequencies from 2,077 females and 98 males. After quality

control, 41,029 CNVs were identified which were subsequently merged into 8,008

distinct CNV regions (CNVRs).

The CNVRs cover 28.09% (259.50 millions of base pairs - Mb) of the great tit

autosomes. The relative coverage by CNVRs for the different chromosomes ranged

from 20.18% for chromosome 14 to 89.30% for chromosome 25LG2. The absolute

genomic length overlapped by CNVRs varied from 0.36 Mb for chromosome LGE22

to 40.06 Mb for chromosome 2. The CNVRs had variable sizes ranging from 1.01

kb to 2.83 Mb with a mean size of 32.40 kb. The number of birds with CNVs

mapped onto a given CNVR ranged from 1 (0.04%) to 623 (28.63%) of the 2,175

birds analyzed. We found 263 CNVRs to occur in more than 1% of the population

(� 21 birds) and denote them as ‘polymorphic CNVRs’ as previously suggested

(Itsara et al., 2009).

To investigate CNV inheritance, we used a mother-daughter structure available for

381 mothers and their 625 daughters in this population. We found 460 CNV calls

that overlap at least 1 base pair (bp) in the same state (gain or loss) between
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a mother and at least one of her respective daughters, representing only 6.83%

of all 6,733 CNVs identified in the mothers. Thereafter, we classified all CNVs in

mothers depending on the number of probes by CNV and found a positive correlation

between probe number and inheritance ratio (Pearson’s correlation coefficient =

0.62 and p-value � 1:68e�7). Considering an expected Mendelian inheritance of

50% (all sires in normal state), only CNVs supported by 40 probes or more reach

this Mendelian expectancy (for most of the probe groups, Figure 2.1a). Also,

CNVs within polymorphic CNVRs showed higher inheritance ratios (367 out of

3,035, 12.09%) but comparable positive correlation with probe number (Pearson’s

correlation coefficient = 0.60 and p-value � 4.254e-06, Figure 2.1b).

Breakpoint variability of overlapping CNVs can unravel molecular mechanisms in

their formation and inheritance patterns, which in turn rely on specific patterns in

genome architecture (Carvalho & Lupski, 2016). However, there is an unavoidable

technical bias in genomic breakpoints of CNVs based on SNP probe intensities

(Fadista et al., 2010; Redon et al., 2006b), making it challenging to estimate the

frequency of CNV loci. To avoid coarse-grained CNVR breakpoints, which can

harbor several CNVs with distinct breakpoints, we tried to improve our description

of the breakpoint variability using the number of CNVs sharing the same start or

end positions (Figure 2.2). We extended each of these breakpoints by 5 kb up and

downstream to establish genomic windows of 10 kb (CNV breakpoint windows).

This resulted in 45,372 breakpoint windows identified in 1 to 355 birds. The total

of these windows represents 254.14 Mb of the genome, which the large majority

(224.38 Mb) reflects rare events (frequency = 1).

Copy number inference by quantitative PCR

To obtain insight in the false discovery rate of our method to identify CNVs, we

validated 16 CNVs in our great tit population using quantitative PCR (qPCR). We

selected 6 rare and 10 frequent CNV calls based on CNV incidence, size and state.

Concerning incidence, we selected CNVs identified in only one bird, those present in

two and those present in four to five birds (all with exactly the same breakpoints).

Within each frequency class we tried to choose different sizes of events. Concerning

state, in each frequency class we ensured the inclusion of at least one CNV belonging

to each of the most common states (1n and 3n). The size of the CNVs chosen for

validation ranged from 1.06 to 77.12 kb, and are located within CNVRs ranging from

1.06 to 494.36 kb. The number of SNPs supporting these CNVs ranges from 3 to 19.

The gain or loss of specific genomic intervals, detected by PennCNV, was confirmed

by qPCR for 15 of these 16 CNVs (93.75%). However, we observed discrepancies in

the copy number based on PennCNV and qPCR. Considering exactly the same state

(i.e. copy number between one and four), 9 out of the 16 CNVs (56.25%) showed
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Figure 2.1: CNV inheritance in mother-daughter family structure. We in-

ferred the percentage of CNVs in mothers overlapping CNVs at the same state (gain or

loss) in their respective daughters. The x -axis indicates distinct groups of CNVs which

were classi�ed based on the number of SNP probes supporting each of them. CNVs sup-

ported by 50 SNP probes or more are grouped together. In the y-axis the percentage of

inherited CNVs represents the ratio between all CNVs and inherited ones in each probe

group. The number of CNVs per group is re
ected by the dot size. A: All CNVRs. B:

Polymorphic CNVRs (� 21 birds, at least 1% of the population with CNVs identi�ed).

the same number of copies using these two methods.




