The development and survival of plants rely on their ability to adapt to environmental changes and stressful scenarios. Therefore, plants have developed an incredible genome plasticity that allows them to quickly reprogram their transcription to adapt to new conditions. In this study, we characterize the genome-wide changes on sRNAs, DNA methylation and repressive histone marks during two important biotic stresses, aphid infestation and CMV infection. Moreover, we analyze their interplay with gene expression and their impact on the regulation of the defense response. This doctoral thesis provides a better understanding of the role of epigenetic regulation and the RNA silencing during biotic stress in *Arabidopsis thaliana*.
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Abstract

Plants live in fluctuating environments that can lead to stressful conditions that threaten their survival. To deal with these disturbances, plants have developed a fascinating genome plasticity that enables them to reprogram their gene expression and adapt to the new conditions. Among the different genome plasticity mechanisms, two are key regulators of the stress response: epigenetic regulation and RNA silencing. In this work we explored the roles of epigenetics and RNA silencing during two important biotic stresses, aphid (*Myzus persicae*) infestation and Cucumber mosaic virus (CMV) infection. We focused on the impact of changes on small RNAs (sRNAs), DNA methylation and repressive histone marks on gene expression and, hence, their role in the stress response. In both stresses, the sRNA populations are connected to the canonical role of the RNA-directed DNA methylation mechanism. Nevertheless, in the case of CMV, its interaction with the RNA silencing is more complex, as it involves the production of viral siRNAs (vsiRNAs) that interfere with the host ARGONAUTE (AGO) proteins and impact host gene expression. Additionally, we showed that DNA methylation plays an essential role in the regulation of the transcriptional response to both aphids and viruses, although it follows different trends. While aphid infestation leads to an important loss of DNA methylation, CMV causes an overall gain. Moreover, histone modifications also have essential functions during both stresses, highlighted by the enhance resistant of *kyp* to aphids and the reorganization of H3K9me2 and H3K27me3 observed during CMV infection, which are also connected to the changes on DNA methylation and the regulation of the transcriptional defense response. Altogether, this doctoral thesis provides key contributions to improve our knowledge about epigenetics, RNA silencing and their involvement in the regulation of the biotic stress response in *Arabidopsis thaliana*.
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Abstract

Växter lever i fluktuerande miljöer som kan leda till stressfulla förhållande som hotar deras överlevnad. För att hantera dessa störningar så har växter utvecklat en fascinerande genom-formbarhet som gör det möjligt att omprogrammera deras genuttryck och anpassa sig till dem nya förhållandena. Bland de olika mekanismerna som förvar genomet, två är nyckelregulatorer av stressresponsen: epigenetisk reglering och RNA silencing. I det här arbetet utforskade vi rollen av epigenetik och RNA silencing under två viktiga biotiska stressorer, bladlus (Myzus persicae) infektion och Cucumber mosaic virus (CMV) infektion. Vi fokuserade på påverkan av förändringar på small RNAs (sRNAs), DNA metylering och undertryckande histonmärken på genuttryck och, därmed, deras roll i stressresponsen. Vid båda stressorer, sRNA:s populationer är kopplade till den kanoniska rollen för den RNA-riktade DNA-metylerings mekanismen. Andå, i fallet med CMV, dess interaktion med RNA silencing är mer komplex, eftersom det involverar produktion av viral siRNA:er (vsiRNA) som interfererar med värdens ARGONAUTE (AGO) protein och påverkar värdens genuttryk. Dessutom, vi visar att DNA metylering spelar en viktig roll i regleringen transcriptionellt svar på både bladlöss och virus, även om det följer olika trender. Medan bladlöss infektionen leder till en viktig förlust av DNA metylering, CMV orsakar en total vinst. Dessutom, histon-modifikation har också en viktig roll för båda stressorer, markerad av den förbättrade resistansen till kyp av bladlöss och reorganisationen av H3K9me2 och H3K27me3 observerat under CMV infektion, vilket också är kopplat till förändringar i DNA metylering och reglering av det transcriptionella försvars svar. Sammanlagt, den här doktorsavhandlingen ger nyckelbidrag till vår kunskap om epigenetik, RNA silencing och deras involvering i reglering av biotiska stress svar i Arabidopsis thaliana.
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**Resumen**

Las plantas viven en ambientes cambiantes que pueden causar situaciones estresantes. Para lidiar con estas perturbaciones, han desarrollado una gran plasticidad génica que les permite reprogramar su transcripción rápidamente y adaptarse a las nuevas condiciones. Entre los distintos mecanismos de plasticidad génica, destacan la epigenética y el silenciamiento por ARN. En esta tesis, exploramos el papel de la epigenética y el silenciamiento por ARN durante dos estreses bióticos, la infestación de áfidos (*Mizus persicae*) y la infección por el virus mosaico del pepino (CMV). Estudiamos el impacto de los cambios en RNA pequeños (sRNAs), metilación del ADN y las marcas de histonas represivas en la expresión génica y, por tanto, su papel en la respuesta al estrés. En ambos estreses, la población de sRNAs está conectada a la función canónica de la metilación del ADN dirigida por ARN (RdDM). Sin embargo, en el caso de CMV, su interacción con el silenciamiento por ARN es más compleja, ya que implica la producción de sRNAs derivados del virus (vsRNAs) que interfieren con las proteínas ARGONAuta (AGO) del huésped y afectan a su expresión génica. Además, demostramos que la metilación del ADN es esencial para la regulación de la respuesta transcriptómica contra áfidos y virus, aunque sigue tendencias distintas. Mientras que la infestación por áfidos causa una importante disminución en la metilación del ADN, CMV causa una ganancia global. Asimismo, las marcas de histonas también tienen un papel fundamental, destacado por la resistencia de los mutantes *kyp* a los áfidos y la reorganización de H3K9me2 y H3K27me3 durante la infección de CMV, la cual está relacionada con cambios en la metilación del ADN y la regulación de genes de defensa. En resumen, tesis doctoral aporta contribuciones clave para mejorar nuestros conocimientos sobre la epigenética, el silenciamiento por ARN y su función en la regulación de la respuesta a estrés biótico en *Arabidopsis thaliana*.
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1 Introduction

Plants are in a close relationship with their environment. Indeed, their ability to adapt to their surroundings affects their proper development and, ultimately, their survival. This is reflected on their different reproductive strategies, their variety of morphologies, their ability to develop specializations, or the different lifestyles that plants have evolved.

Additionally, plants live in a fluctuating environment that can present sudden adversities and lead to stressful scenarios (section 1.1). To cope with these disturbances, plants have developed a fascinating genome transcriptional plasticity which allows them to quickly reprogram their transcription and adapt to new conditions. Genome transcriptional plasticity consists of four main different mechanism: alternative splicing, transcription factors (TFs), epigenetic regulation and RNA silencing (Baulcombe and Dean 2014; Khan et al. 2018; Laloum et al. 2018; Li and Wang 2019), being the latter two the focus of the PhD thesis (sections 1.2 and 1.3, respectively).

1.1 Stress response in plants

Several authors have addressed the complex issue of defining plant stress. For instance, Larcher (1980) defined plant stress as “changes in physiology that occur when species are exposed to extraordinary unfavorable conditions that need not represent a threat to life but will induce an alarm response”, while Lichtenthaler (1996) defined it as “any unfavorable condition or substance that affects or blocks a plant’s metabolism, growth or development” (Gaspar et al. 2002; Kranner et al. 2010). In general, all definitions present a common concept, the deviation of the optimal status of the plant developmental program caused by an external factor. According to their nature, these external factors can be abiotic, which are constituted by nonliving conditions, or biotic, which are caused by living organisms. Abiotic
factors include temperature, light, water and nutrient availability, radiation, etc.; while biotic factors include herbivores, fungi, bacteria, viruses, and viroids (Gaspar et al. 2002).

In plants, the early signaling of the stress takes place by the alteration of the intracellular concentrations of Ca$^{2+}$, which is sensed by calcium-binding proteins. These proteins trigger a series of events in response to the stress, such as the activation of kinase cascades or the action of TFs that ultimately affect the transcription of stress-responsive genes. Furthermore, reactive oxygen species (ROS) act as a second stress messenger by, for instance, activating mitogen-activated protein kinase (MAPK) cascades (Verma et al. 2016; Aldon et al. 2018).

Although Ca$^{2+}$ and ROS constitute the initial signaling of the stress, plant stress-response requires the action of several other components and pathways, where hormones play a key role. Among all the different plant hormones, salicylic acid (SA), jasmonic acid (JA), ethylene (ET) and abscisic acid (ABA) present the most important roles in stress response. Generally, SA, JA and ET are associated with the response to biotic stress, while ABA is mainly associated with abiotic stress (Verma et al. 2016).

Similar to Ca$^{2+}$ and ROS, hormones modulate gene expression (Verma et al. 2016). For instance, increased levels of SA lead to the transcription of PATHOGENESIS RELATED (PR) genes, a group of genes that play a major role in biotic stress response. The transcription of these genes occurs via the activation of NON-EXPRESSOR OF PR GENE 1 (NPR1), a master regulator of the defense signaling pathways that modulates the intersect between JA and SA/ET responses (Baeker et al. 2019). In presence of a pathogen, SA turns NPR1 into its active form, which moves to the nucleus where it interacts with members of the subclass TGA/OBF of basic domain/Leu zipper (bZIP) TF to facilitate the expression of PR genes (Spoel et al. 2003; van Loon et al. 2006). This interaction between a hormone and the expression of defense genes illustrates the complexity of the regulation of the response to stress in plants.

Ultimately, the objective of the stress response is to induce the transcription of beneficial genes but also to decrease the expression of genes that are not fundamental during the adverse conditions. This assumes that the resources, such as energy or nutrient availability, that a plant possesses are limited and, therefore, need to be utilized on the process that is the most beneficial for the plant’s fitness. This phenomenon is known as the growth-defense tradeoff and consists of the allocation
of the limited resources into either growth or defense (Huot et al. 2014; Zust and Agrawal 2017), which is achieved by a dynamic genome regulation (section 1.4).

The current thesis has explored two of these genome regulation mechanisms, epigenetic regulation and RNA silencing, in the context of two biotic stresses of high interest, both agricultural and scientifical, aphid infestation and Cucumber mosaic virus (CMV) infection.

1.1.1 Aphids (*Myzus persicae*)

*Myzus persicae* Sulzer (1776) (order Hemiptera, superfamily Aphididae), the green peach aphid or the peach-potato aphid, is a crop pest that is found globally on a wide range of hosts. It can infest over 400 species, including crops of economic importance, making it the most important aphid crop pest worldwide (Bass et al. 2014). Due to its economic interest, its ecology has been studied for decades making it one of the best analyzed herbivores (Kennedy et al. 1950; Mittler and Dadd 1966; Van Emden et al. 1969).

Although dependent on environmental conditions and geographic location (Blackman 1974; Kephalogianni et al. 2002), the life cycle of aphids in natural habitats starts in the spring with the parthenogenetic (asexual reproduction without the need of sperm) reproduction of female aphids in secondary hosts, like herbaceous plants, which were born from eggs on *Prunus* species (Bass et al. 2014; Özgökçe et al. 2018). During the fall, sexual females and males are developed and they produce eggs that experience diapause (a suspension on development) to survive the winter and become the new generation during the following spring (Braendle et al. 2006).

*M. persicae* is a polyphagous insect whose main source of food is the phloem sap of the host plant, which is rich in sucrose and few essential amino acids and, therefore, does not constitute a balanced source. Showing their ability of adaptation, aphids are able of establishing symbiotic relations with bacteria capable of synthesizing the essential amino acids (Cao et al. 2018). Additionally, aphids have developed a number of adaptive traits to other aspects of their host plants, such as waxy surfaces, the presence of trichomes, nutrient composition or leaf thickness (Özgökçe et al. 2018).

The damage that *M. persicae* generates on the host plant is caused by the production of honeydew (a substance high in sugars), by their feeding strategy or the transmission of viruses. Interestingly, *M. persicae* is a vector for over 100 different plant viruses (Bass et al. 2014), including CMV, an insect-virus interaction that has
been widely explored for decades and remains of current interest due to the economic impact of both organisms (Mossop and Francki 1977; Chen and Francki 1990; Ng and Perry 1999; Krenz et al. 2015; Rhee et al. 2020; Tungadi et al. 2020).

Since *M. persicae* is both economically and ecologically important, its effects on the host at the molecular level have been studied in detail. In *Arabidopsis*, these studies were focused on aspects strictly related to the infestation, such as the production of defense metabolites or the expression of defense genes (De Vos et al. 2005; Kim and Jander 2007; Kusnierczyk et al. 2007; Kettles et al. 2013). Overall, these studies show that the defense against aphids considerably relies on the proper transcriptional reprogramming that leads to the production of dissuasive or detrimental compounds, such as glucosinolate or camalexin, as well as the induction of defense genes, such as *PRI* (De Vos et al. 2005; Kim and Jander 2007; Kusnierczyk et al. 2007; Kettles et al. 2013). Nevertheless, these studies were carried out using low resolution techniques like microarrays or reverse transcription quantitative polymerase chain reaction (RT-qPCR) (Kim and Jander 2007; Kusnierczyk et al. 2007; Kettles et al. 2013). Different analysis using RNA sequencing have revealed that aphid infestation induces a complex transcriptional response characterized by the elicitation of defense-related pathways, transcriptional factors and oxidative stress response as well as a complex transcriptional response from the aphid genome that includes aphid-transmitted mobile mRNAs that act as virulence factors in its host (Bansal et al. 2014; Chen et al. 2020; Duhlian et al. 2020; Zhang et al. 2020). Nonetheless, to better understand the interaction between hosts and *M. persicae*, there is a need of high-throughput sequencing studies of the global gene expression changes, as well as to find the potential causes of them, for instance, by exploring changes in epigenetic marks or the action of TFs.

1.1.2 Cucumber mosaic virus (CMV)

CMV was first described in 1926 as a disease discovered in cucurbits by two different authors, Doolittle in Michigan (Doolittle 1916), and Jagger in New York (Jagger 1916). Nevertheless, it was not purified until the 1960s (Scott 1963), and its genome organization and nucleotide sequence were not described until the 1990s (García-Arenal and Palukaitis 2008).

CMV has a worldwide distribution and infects more than 1200 species of monocots and dicots, such as crops, trees, and ornamental plants (Mochizuki and Ohki 2012), showing its tremendous economic and ecological importance. Moreover, it is transmitted by more than 80 different species of aphids, including *Aphis gossypii*
and *Myzus persicae* (Garcia-Arenal and Palukaitis 2008), but also by parasitic plants of the genus *Cuscuta* (Mochizuki and Ohki 2012). Plants infected by CMV present symptoms that are not exclusive to CMV, such as chlorosis, stunting, mosaics or necrosis (Garcia-Arenal and Palukaitis 2008).

CMV is the type member of the genus Cucumovirus, of the Bromoviridae family. Its genome is formed by three single-stranded RNAs (ssRNAs), RNA 1, RNA 2, and RNA 3, and two subgenomic RNAs, named RNA 4 and RNA 4A, which encode a total of five different proteins (Fig. 1). Proteins 1a, 2a and 3a are transcribed from RNA 1, RNA 2 and RNA 3, respectively, while proteins 2b and 3b come from RNA 4A and RNA 4, respectively (Mochizuki and Ohki 2012). The function of each of these proteins has been well characterized. Briefly, proteins 1a and 2a are replicases, containing a methyltransferase and helicase domains and an RNA-dependent RNA polymerase domain, respectively (Palukaitis and Garcia-Arenal 2003). Proteins 3a and 3b participate in the movement of the virus, protein 3a is fundamental for intercellular movement, while protein 3b is necessary for both intercellular and long-distance movement (Canto et al. 1997), as well as aphid transmission (Perry et al. 1994). Finally, the 2b protein constitutes the viral suppressor of RNA silencing (VSR) (Mochizuki and Ohki 2012).

Figure 1. The genome of CMV is formed by three different RNAs (RNA 1, RNA 2 and RNA 3) encoding five different ORFs. MP: movement protein. CP: coat protein. sgRNA: subgenomic RNA. Modified from ViralZone, Expasy.

Apart from its economic and ecological importance, CMV has been widely studied as a model to understand the mechanism of action of VSRs, as its 2b protein is a potent VSR. This protein has been reported to interfere with different components
of the plant RNA silencing pathway, such as the ARGONAUTE (AGO) proteins, double-stranded RNAs (dsRNAs) and small RNAs (sRNAs) (**explained in section 1.3.2**). Moreover, CMV has become a model system in plant virology and has been used to understand a wide range of topics, from plant-virus interactions (Jacquemond 2012) to RNA virus evolution (Roossinck 2001).

### 1.2 Epigenetics

Several definitions of the term “epigenetics” have been provided by different authors. In the early 40s, the geneticist and developmental biologist C. H. Waddington coined the term ‘epigenetics’ to refer to the genetic mechanisms which provide phenotypic differences (Waddington 1942; Waddington 1956). Since then, several definitions have been proposed, especially during the late 80s, when the term became widely used. R. Holliday proposed two different definitions (Holliday 1994). The first one claimed that epigenetics was “the study of the changes in gene expression, which occur in organisms with differentiated cells, and the mitotic inheritance of given patterns of gene expression”; the second one proposed that epigenetics was “nuclear inheritance, which is not based on differences in DNA sequence” (Holliday 1987). Later, Wu and Morris unified these two definitions and proposed that epigenetics is “the study of changes in gene function that are mitotically and/or meiotically heritable and that do not entail change in DNA sequence” (Wu and Morris 2001). In this PhD thesis, we consider epigenetics as the study of changes in gene expression that are not caused by alterations in the DNA sequence but caused by DNA methylation and histone modifications and are not necessarily inherited to the next generation.

These changes consist of reversible and covalent modifications which occur both on the DNA (**section 1.2.1**) and the histones (**section 1.2.2**), without altering its sequence, and can potentially be inherited (Iwasaki and Paszkowski 2014). Epigenetic regulation plays a key role in the maintenance of genome stability by silencing transposable element (TE) expression, but also in other important biological processes, such as transcriptional gene regulation and genomic imprinting (Law and Jacobsen 2010; Iwasaki and Paszkowski 2014). Furthermore, in plants, epigenetic regulation is associated with the response to environmental cues, as it has been widely described in the case of vernalization (Baulcombe and Dean 2014), and the response to stress (Annacondia et al. 2018; Alonso et al. 2019; Chang et al. 2020).
1.2.1 DNA methylation

DNA methylation is the biochemical process by which a methyl group is taken from a S-adenosyl-L-methionine and added into the 5’ position of a cytosine by the action of a DNA methyltransferase (DMTases) (Zhang et al. 2018). This was the first epigenetic mark to be described, and, curiously, it happened as the consequence of a failed experiment (Doerfler 2008). In 1978, researchers from Professor Walter Doerfler’s group tried to digest the genome of the adenovirus type 12 (Ad12) by using the restriction enzyme HpaII and, instead of obtaining the expected small DNA fragments, the cleavage only occurred partially. Later, it was discovered that the methylation of the viral DNA prevented the action of HpaII, which is now known to be a methylation-sensitive restriction enzyme (Sutter et al. 1978; Sutter and Doerfler 1980; Doerfler 2008).

In plants, DNA methylation takes place in all possible cytosine contexts, namely CG, CHG and CHH (where H can be A, T or C), and overlaps with heterochromatin, the part of the genome enriched in repetitive sequences and TEs (Zhang et al. 2018). Indeed, the two first eukaryotic methylome analysis with single-base resolution, which interestingly were carried out in Arabidopsis thaliana, revealed that the distribution of DNA methylation is highly linked to the presence of TE sequences in the genome, although it can also be present in genes (Cokus et al. 2008; Lister et al. 2008).

DNA methylation is established de novo, by the RNA-dependent DNA methylation pathway (RdDM), and maintained through DNA replication, by the action of DMTases and the RdDM pathway (Zhang et al. 2018).

1.2.1.1 De novo methylation

In plants, de novo DNA methylation is established by the RdDM pathway, which mainly acts on TEs and repetitive sequences to guide methylation in all cytosine contexts (Matzke and Mosher 2014). Originally described in transgenic tobacco plants expressing Potato spindle tuber viroid (PSTVd) cDNAs and transgenic pea plants expressing the Pea seed-borne mosaic virus (PSbMV) replicase gene (Wassenegger et al. 1994; Jones et al. 1998), the RdDM pathway is based on the production of small interfering RNAs (siRNAs) by the RNA interference (RNAi) machinery and the action of two plant-specific RNA polymerases, PolIV and PolV (Matzke and Mosher 2014).

In Arabidopsis thaliana, the RdDM pathway starts with the recruitment of PolIV to its target sequences, mainly repeated sequences and TEs, to produce ssRNAs (Zhai
et al. 2015). In some loci, this recruitment is guided by SAWADEE-HOMEODOMAIN HOMOLOGUE 1 (SHH1), which binds to the methylated lysine 9 of histone H3 (H3K9) and the unmethylated lysine 4 of histone H3 (H3K4) and interacts with PolIV (Law et al. 2013). Moreover, the chromatin remodeler CLASSY 1 (CLSY1) also participates in this process (Copenhaver et al. 2011), probably facilitating the movement of PolIV throughout its genomic target (Matzke and Mosher 2014). Afterwards, the RNA-dependent RNA polymerase 2 (RDR2) copies the ssRNAs produced by PolIV into dsRNAs, which are then cleaved by DCL3 into 24-nucleotide (nt) siRNAs. These 24-nt are stabilized by the addition of a -OH group at their 3' end by the action of HUA ENHANCER 1 (HEN1) (Ji and Chen 2012) and loaded into AGO4 (Qi et al. 2006).

The AGO4-siRNAs complex interacts with the nascent PolV transcripts to recruit DOMAINS REARRANGED METHYLTRANSFERASE 2 (DRM2) (Zhong et al. 2014). This enzyme catalyses de novo methylation at the homologous genomic sites at all methylation contexts (Quadrana and Colot 2016). Furthermore, the recruitment of DRM2 is facilitated by the presence of RNA-DIRECTED DNA METHYLATION 1 (RMD1), which interacts with both AGO4 and DRM2 and binds to methylated ssDNA (Zhong et al. 2014) (Fig. 2, upper panel). Generally, PolV is found at repetitive sequences and transposons that present considerable levels of DNA methylation and that give rise to 24-nt siRNAs (Wierzbicki et al. 2012; Zhong et al. 2012). The recruitment of PolV to these methylated sites takes place by means of SUVH2 and SUVH9 (Johnson et al. 2014; Liu et al. 2014b), two members of the histone methyltransferase family SU(VAR)3-9. These two proteins do not catalyze histone methylation (Johnson et al. 2008), but they are capable of binding methylated DNA to recruit PolV (Johnson et al. 2014; Liu et al. 2014b). Moreover, the DDR complex, which is formed by DEFECTIVE IN RNA-DIRECTED DNA METHYLATION 1 (DRD1), a CLSY1-related putative chromatin remodeler; DEFECTIVE IN MERISTEM SILENCING 3 (DMS3), a structural maintenance of chromosomes solo hinge protein; and RNA-DIRECTED DNA METHYLATION 1 (RDM1), a small plant-specific protein; interacts with SUVH2 and SUVH9 to promote the association of PolV with its target sequence (Law et al. 2010; Zhong et al. 2012). Nonetheless, PolV is also found, although at a much lower percentage, at target sites that do not present these characteristics and that correspond mainly to
genes, of which some present repetitive sequences within their coding sequence (Wierzbicki et al. 2012).

Figure 2. RdDM pathway in *Arabidopsis thaliana*. The upper panel represents the canonical pathway, the lower panel represents the non-canonical variation. Adapted from Erdmann and Picard, 2020.
Alternative variations of this canonical RdDM pathway have been described (Matzke and Mosher 2014). One of these alternative pathways is known as RDR6-dependent RdDM, which acts mainly on long and structurally autonomous TEs that are transcriptionally active (Nuthikattu et al. 2013; Cuerda-Gil and Slotkin 2016). In this case, RDR6 produces dsRNAs from PolII transcripts which are cleaved by DCL4 and DCL2 into 21- and 22-nt siRNAs, respectively. This 21-22-nt siRNAs are usually loaded into AGO1 to trigger post-transcriptional gene silencing (PTGS) of transposon mRNAs. In addition, these siRNAs can be loaded into AGO6 to interact with PolIV nascent transcripts and recruit DRM2 (McCue et al. 2015; Cuerda-Gil and Slotkin 2016). AGO6-mediated methylation activates the canonical RdDM pathway (Matzke and Mosher 2014; Cuerda-Gil and Slotkin 2016) (Fig. 2, lower panel). Therefore, the aim of this non-canonical pathway is to recognize active transposons to trigger their silencing by the canonical RdDM (Nuthikattu et al. 2013; Cuerda-Gil and Slotkin 2016). Furthermore, there is another alternative to the canonical RdDM pathway, known as the RDR6-DCL3 pathway, that takes place when the number of reactivated TEs overcomes a certain threshold, saturating the activity of DCL2 and DCL4. In that situation, DCL3 processes RDR6-produced dsRNAs to produce 24-nt siRNAs that mediate de novo methylation and silence active TEs (Mari-Ordonez et al. 2013; Cuerda-Gil and Slotkin 2016). Other non-canonical RdDM pathways are the PolII-DCL3 pathway, the PolIV-Needed for RDR2-independent DNA methylation (NERD) pathway and the DCL-independent RdDM pathway. In the PolII-DCL3 pathway, transcripts generated by PolII are cleaved by DCL3, independently of RDR activity, into 24-nt sRNAs that can enter into the canonical RdDM. This alternative pathway probably occurs at transcripts that present imperfectly paired intramolecular dsRNAs or hairpins (Panda et al. 2016). In the PolIV-NERD pathway, NERD mediates the interaction of AGO2 with PolIV and PolV, which leads to the activity of the RdDM and the deposition of repressive histone marks on the target loci (Pontier et al. 2012). Finally, the dicer-independent pathway has been described in the triple mutant del2 del3 del4 and the quadruple mutant del1 del2 del3 del4. In this case, non-cleaved dsRNAs, produced by PolIV-RDR2 or PolII-RDR6, are loaded into AGO4 and later processed at their 3’ end by exosome-core complex nucleases to produce 21 to 24-nt siRNAs that participate in the silencing of their targets via canonical RdDM (Ye et al. 2016).

As the main targets of this pathway are both repeated sequences and TEs, RdDM plays an essential role on genome stability. This is important for TEs in purely heterochromatic regions, where RdDM activity is high on TE edges and for TEs found in euchromatic regions near genes, where Pol II transcriptional activity could
mediate the transcription of these TEs (Zemach et al. 2013; Sigman and Slotkin 2016). Therefore, the proper function of the RdDM prevents the activation of TEs, by maintaining their silencing, while allowing the transcription of the genes and, consequently, providing stability to the genome (Erdmann and Picard 2020).

Furthermore, the silencing of euchromatic TEs can also influence the transcription of nearby genes (Erdmann and Picard 2020) and, therefore, participate in the regulation of important biological processes, such as pathogen defense, stress responses, reproduction, development or genomic imprinting, among others (Matzke and Mosher 2014). One example that perfectly illustrates the importance of RdDM in development is the regulation of the gene FLOWERING WAGENING (FWA). FWA encodes a homeodomain-containing transcription factor that participates in the regulation of flowering time (Soppe et al. 2000). The promoter of this gene contains two SINE-related direct repeats whose epigenetic regulation determines its transcriptional status (Soppe et al. 2000; Kinoshita et al. 2007). During normal development, FWA is exclusively expressed on the endosperm in an imprinted manner. In the rest of the plant tissues, the silencing of the promoter tandem repeats by the RdDM pathway leads to the transcriptional repression of the gene, which results in an appropriate flowering time. Nonetheless, if the methylation on the tandem repeats is removed, as it occurs in the mutants for METHYLTRANSFERASE 1 (MET1) and DECREASED DNA METHYLATION 1 (DDM1), FWA is transcribed ectopically, causing a late-flowering phenotype (Soppe et al. 2000; Kinoshita et al. 2007).

DNA methylation can also occur at gene bodies (termed gene body methylation, gbM). Usually, genes enriched in CG methylation have a housekeeping function, present an enrichment of CG methylation within their transcribed regions, and are accompanied by a depletion of the mark at both their transcriptional start site (TSS) and their transcriptional termination sites (TTS) (Bewick and Schmitz 2017). Recently, two studies have shed light into this issue and provided further knowledge on the role of gbM (Choi et al. 2020; Shahzad et al. 2021). These studies show that gbM participates, along with the deposition of H1, in the repression of antisense transcription (Choi et al. 2020), and that gbM is involved in the regulation of gene expression and that it is associated with the epigenetic inheritance of phenotypic traits related to the environmental responses (Shahzad et al. 2021).

1.2.1.2 Maintenance methylation

In plants, DNA methylation is maintained at all the three contexts throughout DNA replication by the action of several maintenance DMTases and the RdDM pathway.
In *Arabidopsis thaliana*, MET1 preserves the symmetrical CG methylation at both repeated sequences and genes (Finnegan and Dennis 1993; Finnegan et al. 1996; Kankel et al. 2003). MET1, with the participation of the accessory protein VARIENT IN METHYLATION 1 (VIM), recognizes the hemi-methylated CGs created during the replication process and conserves the methylation state (Kim et al. 2014).

On the other hand, the maintenance of the other symmetrical context, CHG, relies on the function of two plant specific DMTases CHROMOMETHYLASE 2 (CMT2) and CMT3, named after their chromodomain at their catalytic domain (Bartee et al. 2001; Stroud et al. 2013; Stroud et al. 2014). In this case, the recognition of the target takes place by a self-reinforcing loop between CHG and the dimethylation of H3K9 (H3K9me2). Through their chromodomain, CMT2 and CMT3 bind to H3K9me2, while the methyltransferases SUVH4/KRYPTONITE (KYP), SUVH5 and SUVH6, responsible for the H3K9 methylation, bind to the methylated CHG through their SRA domain (Du et al. 2015).

Methylation in the CHH context is maintained by CMT2 and DRM2. While CMT2 targets H1-containing heterochromatin, DRM2 maintains CHH methylation at RdDM-targeted regions (Zhang et al. 2018). The maintenance of DNA methylation at RdDM-targeted loci requires other important proteins, such as the chromatin-remodeling proteins DDM1 (Hirochika et al. 2000; Zemach et al. 2013), CLSY1-4 (Yang et al. 2018) or PICKLE (PKL) (Yang et al. 2017). DDM1 is an ATP-dependent chromatin remodeler which eases the access of the DMTases, especially CMT2, to the H1-containing heterochromatin (Zemach et al. 2013). Furthermore, *Arabidopsis ddm1* mutants experience genomic DNA hypomethylation and transposon reactivation, showing the essential role of DDM1 in maintenance of genome stability (Hirochika et al. 2000). Interestingly, the four CLSY (1-4) proteins act redundantly in the canonical RdDM pathway, but they are also important for DNA demethylation. Each individual CLSY protein participates in the demethylation of loci whose methylation depends in at least one of the other CLSY proteins. Therefore, mutation in one of these proteins leads to the hypomethylation of certain regions and the disruption of the balance between demethylation and methylation by the RdDM (Yang et al. 2018). Finally, PKL is a member of the Mi-2/CHD3 subfamily of ATP-dependent chromatin remodelers that potentially participates in the achievement of the correct chromatin environment to promote changes in DNA methylation. Specifically, this might happen through its nucleosome remodeling activity, which can both promote and repress DNA methylation. Nevertheless, the exact mechanism by which this occurs remains
unknown (Yang et al. 2017). Nonetheless, chromatin-remodeling proteins are not only associated with RdDM-targeted loci. For instance, BRAHMA (BRM) is a SNF2 chromatin-remodeling ATPase that controls the activity of the Polycomb Repressive Complex 2 (PRC2), avoiding aberrant deposition of H3K27me3 (Tang et al. 2008; Li et al. 2015a). Hence, the activity of BRM is crucial for the proper regulation of important developmental processes, such as seed maturation and flowering (Tang et al. 2008; Li et al. 2015a).

1.2.1.3 Demethylation

DNA methylation is removed by both passive and active mechanisms. The passive demethylation happens when this mark is not maintained or placed de novo and, therefore, it is gradually lost during replication. On the other hand, active demethylation occurs when it is removed by the action of DNA glycosylases. The genome of *Arabidopsis* encodes four different DNA glycosylases, ROS1, DEMETER (DME), DEMETER-LIKE 2 (DML2) and DML3 (Quadrana and Colot 2016). While DME acts exclusively during gametogenesis, ROS1, DML2 and DML3 are active in vegetative tissues and present redundant functions, albeit some locus specificity. Moreover, these three DNA glycosylases demethylate both transposons and genes located in or close to heterochromatin (Law and Jacobsen 2010).

These enzymes remove the methylated cytosine by means of their DNA glycosylase activity, which results in a single-nucleotide gap where an unmethylated cytosine is placed by the base-excision repair (BER) pathway (Liu and Lang 2020). To carry out their function, DNA demethylases need to be recruited to the target loci by the action of regulatory factors. For instance, the MBD7-IDM complex, constituted by methyl-CpG-binding domain protein 7 (MBD7), INCREASED DNA METHYLATION 1 (IDM1), IDM2, IDM3, HARBINGER TRANSPONSON-DERIVED PROTEIN (HDP1), and HDP2, recruits ROS1 to its target loci. This is achieved by generating the correct chromatin environment, which involves the acetylation of H3K18 and H3K23 by IDM1, which in turn is recruited by IDM2, IDM3, HDP1, HDP2, and the binding of MBD7 to methylated CG (Duan et al. 2017; Liu and Lang 2020). More specifically, in the central cell, the Facilitates Chromatin Transactions (FACT) protein complex assists on the recruitment of DME to the loci where it should act (Frost et al. 2018; Liu and Lang 2020).

In summary, plants have developed complex mechanisms of DNA methylation and demethylation that ensure genome stability by silencing TEs and accurately regulate the expression of genes.
1.2.2 Histone modifications

Histones are part of the fundamental unit of the chromatin, the nucleosomes, which consist of an octamer of histones (formed by two molecules of each of the four core histones, H2A, H2B, H3 and H4) wrapped around ~146 base pairs of DNA. The amino-terminal tails of these core histones undergo different post-transcriptional modifications: methylation, acetylation, phosphorylation, ubiquitination, sumoylation, glycosylation and ADP-ribosylation (Liu et al. 2010). These modifications are added, removed, and recognized by histone writers, erasers, and readers, respectively. Contrary to DNA methylation, which is mostly a repressive mark, histone modifications lead to both gene activation and repression (Zhao et al. 2019).

Histone acetylation and histone methylation have been widely studied, as they have been proved to be two fundamental marks for the regulation of gene expression. In general, histone acetylation acts as an active mark, as it increases DNA accessibility, while histone methylation constitutes both active and repressive marks (Ueda and Seki 2020).

1.2.2.1 Histone methylation

In plants, histone methylation is a fundamental regulatory mechanism of important developmental processes, as well as the maintenance of genome stability by the formation of heterochromatin. Moreover, histone methylation is one of the more complex histone modifications, as it can occur at two different residues, lysine (K) and arginine (R), and the number of added methyl groups can range from one to three. In Arabidopsis, histone lysine methyltransferases (HKMTs) are the writers of this mark and they act on different lysine residues of histone H3: Lys4 (K4), Lys9 (K9), Lys27 (K27) and Lys36 (K36) (Liu et al. 2010). Specifically, SET domain proteins are the putative writers of lysine methylation and, in plants, they are classified in four categories (Baumbusch et al. 2001): the SU(VAR)3-9 group, which includes SU(VAR)3-9 homologs (SUVH) and SU(VAR)3-9 related proteins (SUVR); the Enhancer of zeste [E(Z)] homologs; the trithorax (TRX) group, constituted by TRX-homologs and TRX-related proteins; and the absent, small, or homeotic discs 1 (ASH1) and ASH1-related proteins (ASHR).

Furthermore, this modification leads to both active and repressed transcriptional states, based on the methylated lysine and the level of methylation. Generally, the methylation of H3K4 and H3K36 are associated with active chromatin, while the methylation of H3K9 and H3K27 are involved in transcriptional silencing (Liu et al. 2010).
In *Arabidopsis*, H3K9 methylation mostly occurs as monomethylation (H3K9me1) or dimethylation (H3K9me2), while trimethylation (H3K9me3) happens at a very low level (Johnson et al. 2004). H3K9me1 and H3K9me2 are mainly found in chromocenters (Jasencakova et al. 2003), and H3K9me2 is also present in transposons and repeated sequences (Johnson et al. 2002; Jackson et al. 2004), which highlights the repressive nature of this mark.

The first plant histone H3K9 methyltransferase described was KYP, also named SUVH4, which was discovered in two independent genetic screens (Jackson et al. 2002; Malagnac et al. 2002). In one of these experiments, KYP was found to act as a suppressor of stabilized clark kent (*clk-st*), an epiallele of the gene SUPERMAN (*SUP*), which is involved in floral development (Jackson et al. 2002). In the other experiment, KYP was found to be a repressor of the gene PHOSPHORIBOSYLANTHRANILATE ISOMERASE (*PAI*), an intermediate enzyme in the tryptophan biosynthetic pathway (Malagnac et al. 2002). Interestingly, in both cases there was a reactivation of loci which were previously silenced by high levels of DNA methylation, which pointed to a potential function of H3K9 in DNA methylation-mediated silencing (Liu et al. 2010) (discussed in section 1.2.3).

Another fundamental repressive histone mark is the methylation of H3K27. Like H3K9, H3K27 can also be mono-, di- or trimethylated (H3K27me1, H3K27me2 and H3K27me3, respectively) (Liu et al. 2010). While H3K27me1 is found at constitutive silenced heterochromatin (Fuchs et al. 2006), H3K27me3 and H3K27me2, the latter to a lesser extent, are located at euchromatin (Lindroth et al. 2004; Zhang et al. 2007), being H3K27me3 a crucial mark for development. Particularly, H3K27me3 is found preferentially at the 5’ end of transcribed gene regions as well as upstream of their promoters (Zhang et al. 2007).

The trimethylation of H3K27 is established by the PRC2, which was first described in *Drosophila* (Cao et al. 2002; Czermin et al. 2002). The genome of *Arabidopsis* encodes all PRC2 components, including: three E(Z) homologs, CURLY LEAF (CLF), MEDEA (MEA) and SWINGER (SWN); three Su(z)12 homologs, FERTILIZATION INDEPENDENT SEED 2 (FIS2), EMBRYONIC FLOWER 2 (EMF2) and VERNALIZATION 2 (VRN2); five p55 homologs, MULTICOPY SUPPRESSOR OF IRA 1-5 (MSI1-5); and one homolog of Esc, FERTILIZATION-INDEPENDENT ENDOSPERM (FIE) (Kohler and Villar 2008).

In general, H3K27me3 is crucial for the proper development and growth of eukaryotic organisms. In *Arabidopsis*, FLOWERING LOCUS C (*FLC*) is a perfect example of a developmental gene that is regulated by H3K27me3 (among other
mechanisms). \textit{FLC} encodes a MADS box transcriptional repressor that acts on genes related to the transition from vegetative to reproductive development and is epigenetically silenced by H3K27me3 as a result of exposure to cold. The regulation of this locus occurs in two different steps. First, long, antisense, non-coding RNAs (lncRNAs) are produced as a response to cold, preventing \textit{FLC} transcription and, therefore, leading to its downregulation. Afterwards, PRC2 is recruited to establish H3K27me3 and completely silence its activity. Hence, this deposition of H3K27me3 reinforces the previously established downregulation, rather than initiating the silencing. When the temperatures start to increase, H3K27me3 is spread throughout \textit{FLC}, to ensure a long-term epigenetically silenced state which can only be reset during reproductive development (Costa and Dean 2019).

On the contrary, H3K4 and H3K36 methylation are associated with an active chromatin state. In general, H3K4 is established by the action of Trithorax group (TrxG) proteins. The \textit{Arabidopsis} genome contains five homologs, the ARABIDOPSIS TRITHORAX (ATX) proteins (Baumbusch et al. 2001), being ATX1 responsible for H3K4me3 and ATX2 responsible for H3K4me2 (Saleh et al. 2008), and seven ATX-related (ATXR) proteins, which present the overall structure of an ATX protein but they lack at least one of the C-terminal cysteines of the C-SAC motif (Baumbusch et al. 2001). This mark is found in genic regions, H3K4me1 and H3K4me2 are present in both active and inactive genes, while H3K4me3 is only seen on active genes. Specifically, H3K4me1 is deposited in gene body regions, closer to the 3’ end, while H3K4me2 and H3K4me3 are found in promoters and the 5’ end of coding regions (Zhang et al. 2009).

\textit{Arabidopsis} has at least four ASH1 homologs and three ASH1-related proteins, which establish H3K36 methylation (Baumbusch et al. 2001). This mark occurs mostly as di- and trimethylation (H3K36me2 and H3K36me3, respectively) (Cheng et al. 2020). H3K36me2 is mainly found at the 3’ end of transcriptionally active genes, whereas H3K36me3 is predominantly present at the 5’ end (Roudier et al. 2011).

Histone methylation can be removed by the action of two different types of erasers, lysine-specific demethylase 1 (LSD1) and Jumonji C (JmjC) domain-containing proteins (Liu et al. 2010). In the genome of \textit{Arabidopsis} there are four LSD1 homologs, FLOWERING LOCUS D (FLD), LSD1-LIKE 1 (LDL1), LDL2 and LDL3; and 21 JmjC domain-containing proteins (JMj). In turn, the JMj are divided into five subfamilies, based on their sequence similarities, the KDM5/JARID1
group; the KDM4/JHDM3 group; the KDM3/JHDM2 group; the JMJD6 group; and
the JmjC domain-only group (Liu et al. 2010).

The removal of methylation from H3K9 is potentially carried out by the
KDM3/JHDM2 group. INCREASE IN BONSAI METHYLATION 1
(IBM1)/JMJ35 is essential for the demethylation of H3K9me1 and H3K9me2,
therefore, it prevents the spread of H3K9me2 (and CHG methylation) from TE s and
repetitive sequences to close genes (Sa ze et al. 2008; Miura et al. 2009; Inagaki et
al. 2010). Another important JM J protein, known as JMJ27, participates in the
demethylation of H3K9me1 and H3K9me2, playing a role in flowering time and
defense (Dutta et al. 2017).

The KDM4/JHDM3 group is responsible for the removal of H3K27 methylation,
being EARLY FLOWERING 6 (ELF6) (Crevillen et al. 2014) and RELATIVE OF
EARLY FLOWERING 6 (REF6) (Lu et al. 2011) some of the better characterized
H3K27 erasers. These two proteins act redundantly and are involved in the
regulation of several developmental processes, for instance, flowering (Cheng et al.
2020). In this developmental process, REF6 acts as an FLC repressor, while ELF6
represses the photoperiod pathway (Noh et al. 2004). Moreover, ELF6 also
participates in the epigenetic reprogramming of FLC to avoid transgenerational
inheritance of the vernalized state (Crevillen et al. 2014).

The removal of the active histone marks H3K4 and H3K36 takes place by the action
of LSD1 homologs and by JMJ30, respectively (Lee et al. 2018; Cheng et al. 2020).
Particularly, three homologs of LSD1 have been found to be active in
Arabidopsis, FLD, LDL1 and LDL2 (Jiang et al. 2007; Liu et al. 2007).

In summary, in plants, histone methylation is a complex epigenetic mark that is
fundamental to maintain genome stability, for instance by repressing TEs, but also
to regulate gene expression and, as a consequence, important developmental
processes, such as flowering.

1.2.2 Histone acetylation

Histone acetylation is associated with permissive chromatin states. It regulates
numerous important cellular processes, such as chromatin folding, nucleosome
assembly, gene transcription, or the avoidance of heterochromatin spreading
(Shahbazian and Grunstein 2007). The genome of Arabidopsis encodes 12 histone
acetyltransferases (HATs) and 16 histones deacetylases (HDACs). Specifically, the
group of HATs is constituted by five members of the GNAT/MYST superfamily
(named in Arabidopsis as HAG), five members the CBP family (named in
Arabidopsis as HAC), and two members of the TAFII250 family (named in Arabidopsis as HAF); while the group of HDACs is constituted by ten members of the RPD3/HDA1 superfamily (named in Arabidopsis as HAD), four members of the HD2 family (named in Arabidopsis as HDT), and two members of the SIR2 family (named in Arabidopsis as SRT) (Pandey et al. 2002).

In plants, histone acetylation and deacetylation play key roles in different developmental processes, such as seed, leaf and root development or flowering. Furthermore, it also participates in the responses to the environment, being crucial for the response to both biotic and abiotic stresses (Liu et al. 2016). As previously mentioned, the epigenetic regulation of FLC has been widely studied. Apart from H3K27me3, histone acetylation also participates in the regulation of this gene. Briefly, when flowering needs to be repressed and, therefore, FCL repressive activity is needed, the chromatin of this loci incorporates active histone marks, such as H3K36 and H3K4 methylation and histone acetylation (Berry and Dean 2015; Whittaker and Dean 2017). Furthermore, histone acetylation has also been associated with stress response, for instance, in the case of drought stress. Several important drought stress inducible genes, from the RESPONSIVE TO DEHYDRATION (RD) group and RELATED TO AP2.4 (RAP2.4), experience an increase on histone acetylation, which leads to their transcriptional activation in response to the stress (Kim et al. 2008). Moreover, mutants for one of the main HDAs in Arabidopsis, HISTONE DEACETYLASE 6 (HDA6), present enhanced tolerance towards this abiotic stress (Kim et al. 2017). HDA6 also plays an important role on the biotic stress response, for instance, during Pseudomonas syringae pv. tomato (Pst) infection in Arabidopsis (Wang et al. 2017). In this case, HDA6 regulates the expression of a considerable number of defense genes, including PATHOGENESIS RELATED 1 (PR1) and PR2, as well as WRKY TFs. This was seen on a newly described hda6 mutant allele (named shi5), where these defense genes were upregulated, providing the mutant with enhanced resistant towards Pst infection (Wang et al. 2017).

Overall, these examples illustrate the importance of histone acetylation as a mechanism to modulate plant development and stress response by regulating the expression of essential genes.

1.2.3 Interplay between DNA methylation and histone modifications

The different epigenetic mechanisms described above do not act independently, on the contrary, they are interconnected to constitute a complex regulatory network that
ensures the proper chromatin status. These interplays involve the different contexts of DNA methylation, different histone modifications, and histone variants.

One of the best studied interplays is the one formed by DNA methylation and H3K9 methylation. The methylation context CHG, maintained by CMT3, is recognized by the H3K9 methyltransferases KYP and SUVH6 by their N-terminal YDG/SRA domain. Once they recognize their target, KYP and SUVH6 methylate the adjacent histones via their SET domains. This interaction constitutes a feedback loop by which CHG and H3K9 methylation are maintained (Du et al. 2015). Moreover, SUVH2 and SUVH9, which also present a YDG/SRA domain, were proved to be necessary for the activity of the RdDM pathway. SUVH2 preferentially binds to CG, whereas SUVH9 binds to CHH (Johnson et al. 2008). In general, if H3K9 methylation is removed, non-CG methylation is also lost and, vice versa, when non-CG methylation is eliminated, H3K9 methylation levels decrease, highlighting the close relation between the two marks (Du et al. 2015). Interestingly, a recent study showed how H3K9me2 is also established by the action of sRNAs in Arabidopsis embryos (Parent et al. 2021). In this case, the methylation occurs independently of the action of SUVH4, SUVH5 and SUVH6, the H3K9 methyltransferases which have been described to be catalytically active, and partially independent of the action of DRM1 and DRM2. On the contrary, this mechanism relies on SUVH9, previously thought to be catalytically inactive, and potentially SUVH2, whose action is guided by sRNAs (Parent et al. 2021).

Recently, an interaction between DNA methylation and the recruitment of the H3K27 demethylase REF6 has been described (Qiu et al. 2019). In this study, it was shown that REF6 recognizes the CTCTGYTY motif (where Y can be either T or C), when these cytosines are unmethylated. Moreover, in the quadruple mutant drm1 drm2 cmt2 cmt3 (ddcc), in which non-CG methylation is almost depleted, REF6 binds ectopically to short TEs located in euchromatic regions and, in some cases, this binding is accompanied by the transcriptional activation of the TEs or their nearby genes. This suggests that the preference of REF6 for non-methylated cytosines might contribute to a mechanism by which the activation of heterochromatin is avoided (Qiu et al. 2019).

Furthermore, DNA methylation is also associated with the role of the histone deacetylase HDA6 (Liu et al. 2012a). In the hdax mutant, its target loci do not only present changes in histone modification, but they also lose DNA methylation. Particularly, this DNA methylation loss happens in target loci that are not neighboring regions methylated by MET1. Furthermore, the upregulated loci found...
in *hda6* greatly overlap with the upregulated loci found in *met1*, which suggests a functional connection between these two enzymes (To et al. 2011). Later on, HDA6 was shown to physically interact with MET1 (Liu et al. 2012b). Overall, this interaction regulates both the DNA methylation and histone acetylation and methylation of TEs to ensure their silencing (To et al. 2011; Liu et al. 2012b).

Additionally, active chromatin marks have also been associated with DNA methylation, specifically a relation between H3K4 demethylation and the activity of the RdDM pathway has been described (Greenberg et al. 2013). The mutation of the H3K4 demethylase *JMJ14* led to a decrease on DRM2-related DNA methylation, without affecting the MET1 and CMT3 pathways. Moreover, this decrease on DNA methylation levels was correlated with an increase on H3K4me2 and H3K4me3. Nevertheless, the observed DNA methylation loss was not as pronounced as in the *drm2* mutant, pointing to a redundant role of JMJ14 and other histone demethylases (Deleris et al. 2010). Furthermore, it has been shown that LDL1 and LDL2 also have an impact on DRM2-related DNA methylation, showing that histone demethylase potentially enhances the activity of the RdDM pathway in genes to balance the close activation by H3K4 methylation (Greenberg et al. 2013).

Histone variants have also been associated with DNA methylation, particularly the histone variant H3.3 and gbM (Wollmann et al. 2017) and the histone variant H2A.Z and DNA methylation (Zilberman et al. 2008). H3.3 is predominantly found close the transcription end sites (TES) of actively expressed genes, mainly related to development and responses to the environment. Interestingly, its profile is remarkably similar to that of gbM, which suggests an interaction between them (Wollmann et al. 2017). This interaction was confirmed on a *h3.3* knock-down mutant, in which the levels of gbM significantly decreased. Inversely, the presence of H2A.Z is negatively correlated with DNA methylation. Particularly, H2A.Z is not present in methylated TEs and methylated bodies of actively transcribed genes (Zilberman et al. 2008). Overall, these two studies show that DNA methylation participates on the deposition of different histone variants to ensure the proper chromatin structure, which ultimately leads to either transcription or gene silencing.

Altogether, these interplays show that the different histone marks do not act independently of DNA methylation and highlight the importance of considering them globally, as, ultimately, the status of the chromatin is defined by the balance of them.
1.3 RNA silencing

RNA silencing (known as RNA interference in animals) is a mechanism of genic regulation that constitutes one of the main protection tools against foreign genetic material, such as transgenes; deleterious sequences, such as TEs; or pathogens, such as viruses (Baulcombe 2002). In plants, it is fundamental for the maintenance of genome stability, regulation of developmental processes and the response to stress (Hohn and Vazquez 2011).

Even though RNA silencing emerged as a research field in the decade of 1990s (Eamens et al. 2008), one of the first articles associated with this phenomenon was published in 1928 (Wingard 1928). In that study, Wingard showed that the lower leaves of a plant infected by Tobacco ringspot virus (TRSV) showed symptoms, whereas the upper leaves remained healthy (Wingard 1928). At that time this phenomenon could not be explained, however, we know now that it was due to the action of the RNA silencing machinery (Baulcombe 2004). In plants, one of the first examples directly linked to the activity of RNA silencing was described in Petunia hybrida (Napoli et al. 1990; van der Krol et al. 1990). When the chalcone synthase A (chsA) gene, a key enzyme in anthocyanin biosynthesis, was introduced as a transgene in petunia plants, both the endogene and the transgene were silenced due to the overexpression of the transgene leading to the production of sRNAs. This led to a loss of anthocyanin pigments and, therefore, the flowers of these plants were white instead of purple (Napoli et al. 1990; van der Krol et al. 1990; Metzlaff et al. 1997).

RNA silencing encompasses different RNA-based mechanisms that rely on sequence-specific inhibition of gene expression, at the level of transcription, mRNA-stability, or translation, and share three common characteristics: (1) the production of dsRNAs; (2) the production of 20 to 26-nt sRNAs from the dsRNAs; and (3) the inhibition of the target RNA or DNA by the action of sRNAs (Brodersen and Voinnet 2006). These sRNAs can be classified as siRNAs or microRNAs (miRNAs), depending on their origin. siRNAs originate from a dsRNA produced by an RDR, but also from folded inverted-repeat sequences, hybridized unrelated RNA molecules, hybridized sense and antisense transcripts, while miRNAs originate from endogenous genes, known as MIRNA (MIR) genes (Borges and Martienssen 2015).

Moreover, two essential components are always present in all of the different RNA silencing mechanisms, the RNase III-type enzymes named Dicer, characterized by having dsRNA binding, RNA helicase, RNase III and PAZ (Piwi/Argonaute/Zwille) domains (termed Dicer-like in plants, DCL), and the AGO proteins, which have a
sRNA binding, PAZ and PIWI domains which provides the endonucleolytic activity (Brodersen and Voinnet 2006). Interestingly, the loading of both siRNAs and miRNA into AGO proteins is preferentially determined by their 5’ terminal nucleotide, AGO1 prefers uridine, AGO2 and AGO4 adenosine and AGO5 cytosine (Mi et al. 2008).

The different pathways that mediate RNA silencing can be classified as transcriptional gene silencing (TGS) or post-transcriptional gene silencing (PTGS). TGS maintains the silencing of heterochromatic regions throughout the action of the RdDM pathway, and its variants, as previously explained (Hohn and Vazquez 2011; Rosa et al. 2018). On the other hand, PTGS occurs via miRNAs and siRNAs. Generally, PTGS via miRNAs results in the cleavage of the target mRNA, or its translation repression. In plants, PTGS is essential for both the silencing of foreign genetic material and for the regulation of important developmental processes (Borges and Martienssen 2015).

Plant miRNAs originate from specific stem regions of single-stranded hairpin precursors, encoded from MIR genes, and characterized by their unique secondary structure. Their biogenesis starts when PolII transcribes the MIR genes into pri-miRNAs, which are then folded into hairpin-like structures that contain a terminal-loop, an upper stem, the miRNA/miRNA* region, a lower stem and two arms (Wang et al. 2019). This structure is recognized and processed by DCL1, with the help of the double-stranded RNA-binding protein HYPERSONASTIC LEAVES 1 (HYL1) and the zinc-finger protein SERRATE (SE) to generate the miRNA/miRNA* duplex in a two-step process (Kurihara et al. 2006; Yang et al. 2006; Dong et al. 2008). First, DCL1 cleaves the pri-miRNA containing the stem loop, leaving it with a two nucleotide 3’ overhang and releasing the 5’ phosphate. Afterwards, the miRNA/miRNA* duplex is released (Grabowska et al. 2020).

Once produced, HEN1, a small RNA methyltransferase, stabilizes the duplex by methylating it at the 2’-OH position (Yu et al. 2005). In the absence of the activity of HEN1, HEN1 SUPPRESSOR 1 (HESO1) uridylates the 3’ end of the duplex, leading to its degradation (Grabowska et al. 2020). Then, the selected strand from the miRNA/miRNA* duplex, named the guide strand, is loaded into AGO1 to form the RNA-induced silencing complex (RISC). Even though the loading was thought to happen in the cytoplasm, where the miRNA/miRNA* duplex is exported by HASTY (HST) (Park et al. 2005), recent studies points to a nuclear loading and a latter export (Bologna et al. 2018; Grabowska et al. 2020). Finally, the miRNA guides the RISC to the target RNA and triggers either its slicing or its translational
repression (Hohn and Vazquez 2011). In plants, the most common silencing mechanism is the cleavage of the target mRNA, which generates fragments with exposed hydroxyl and phosphate groups on the 5' and 3' ends and, therefore, causes its degradation (Grabowska et al. 2020). Nevertheless, in some cases the RISC can interfere with the activity of ribosomes, interrupting the translation of the target mRNA (Lanet et al. 2009; Grabowska et al. 2020) (Fig. 3A).

siRNAs can be classified into three main categories, heterochromatic siRNAs (hc-siRNAs), secondary siRNAs and natural antisense transcript siRNAs (NAT-siRNAs) (Axtell 2013). hc-siRNAs are those siRNAs that are 23-24-nt long and are produced from intergenic or repetitive regions. Secondary siRNAs are those siRNAs that rely on an upstream sRNA trigger and RDR activity to be synthetized. In turn, they can be phased siRNAs (phasiRNAs), which present a uniformly defined terminus that leads to the production of siRNAs in phase series, or trans-acting siRNAs (tasiRNAs), which are those secondary siRNAs that can act on one or more targets that are not their origin locus. Finally, NAT-siRNAs originate from the
hybridization of independently and complementary transcribed RNAs and they can be cis-NAT-siRNAs or trans-NAT-siRNAs, depending on their origin. Cis-nat-siRNAs are originated from overlapping genes in opposite polarities, while trans-NAT-siRNAs are originated from RNAs that have complementarity and are not overlapping (Axtell 2013).

The biogenesis of hc-siRNAs is mainly carried out by the PolIV-RDR2-DCL3 pathway, although some of them are produced by PolV to generate RNA scaffolds that recruit DRM2 and lead to de novo methylation via the RdDM pathway (Morgado 2020) (Fig. 3B). Interestingly, the production of this type of siRNAs has also been associated with the methylation status during the defense response against pathogens (Katiyar-Agarwal and Jin 2010).

The production of phasiRNAs is triggered when a miRNA, usually of 22-nt length, cleaves either its target mRNA or a lncRNA (Liu et al. 2020). Then, RDR6, with the assistance of SUPPRESSOR OF SILENCING 3 (SGS3), generates a dsRNA that is cleaved by DCL2/4 in a reiterative way, producing the 21-nt phasiRNAs. These phasiRNAs are then loaded into AGO1 or AGO7 to promote the cleavage of the target RNA (Liu et al. 2020; Morgado 2020) (Fig. 3C). The loci that generate phasiRNAs, known as PHAS loci, are mainly protein-coding genes with a wide variety of roles, such as nucleotide-binding leucine-rich repeat (NLR), PENTATRICOPEPTIDE REPEAT (PPR), AUXIN RESPONSE FACTOR (ARF) genes, or NAC and MYB TFs (Liu et al. 2020). Moreover, tasiRNAs are produced by the same RNA silencing components, but they originate from TAS loci, and they act in trans, meaning they can target genes that are different to those they are produced from (Liu et al. 2020). Secondary siRNAs play key roles in different biological processes, including vegetative development, reproduction, seed germination or disease resistance (Liu et al. 2020).

NAT transcripts are those that share complementarity with other RNA transcripts to which they are not related to, and they can either be protein-coding loci or have a different nature. The cleavage of these transcripts can be carried out by DCL1, giving rise to 21-nt siRNAs which lead to PTGS, or by DCL3, producing 24-nt siRNAs which promote DNA methylation (Fig. 3D). Interestingly, it has been shown that nat-siRNAs accumulate in different types of stresses, both biotic and abiotic (Morgado 2020).

Altogether, the action of all these different types of sRNAs protects the genome from detrimental genetic material, as well as it regulates the expression of endogenous genes to ensure proper development and growth.
1.3.1 Antiviral role

Viruses are intracellular pathogens that depend entirely on the host machinery to complete their life cycle. To fulfill their replication, they need to produce replicative forms, which are recognized as a foreign genetic material by the plant RNA silencing machinery, triggering its antiviral activity (Li and Wang 2019). Therefore, viruses are potent inducers of the activity of the RNA silencing machinery.

The viral RNAs generated during their replication can produce dsRNAs with different origins that are recognized by the RNA silencing machinery: (1) the double-stranded viral replicative intermediate of RNA viruses; (2) highly structured hairpin regions of single-stranded viral RNA viruses or mRNAs of both RNA and DNA viruses; (3) different forms of single-stranded RNA viruses which are turned into dsRNA by the action of RDRs (Stavolone et al. 2020). From the six *Arabidopsis* RDRs, RDR1, RDR2, and RDR6 have been shown to have an antiviral role, through the production of secondary virus-derived siRNAs (vsiRNAs) (Xie et al. 2001; Schwach et al. 2005; Wang et al. 2010; Stavolone et al. 2020).

Following RDR-mediated dsRNA synthesis, DCL proteins process dsRNAs into vsiRNAs (Li and Wang 2019). The main antiviral DCL is DCL4, which produces 21-nt vsiRNAs from dsRNAs of RNA viruses (Deleris et al. 2006; Qu et al. 2008; Stavolone et al. 2020). Nonetheless, in the absence of this protein, DCL2 produces 22-nt vsiRNAs, which can trigger antiviral silencing but are not as efficient as the DCL4-produced 21-nt vsiRNAs (Deleris et al. 2006; Qin et al. 2017; Stavolone et al. 2020). Moreover, DCL3 can produce 24-nt vsiRNAs during infection by DNA viruses, such as geminiviruses (Akbergenov et al. 2006; Hanley-Bowdoin et al. 2013), or when both DCL2 and DCL4 are not functional (Blevins et al. 2006; Stavolone et al. 2020). Finally, in the triple mutant *dcl2 dcl3 dcl4*, DCL1 produces 21-nt vsiRNAs (Blevins et al. 2006). Altogether, these different results show the functional hierarchy of the plant DCL proteins.

Once produced, vsiRNAs, just as siRNAs and miRNAs, are methylated and stabilized by HEN1 before being loaded into AGO proteins to form the RISC (Li and Wang 2019). In plants, the main antiviral AGOs are AGO1 (Morel et al. 2002) and AGO2 (Harvey et al. 2011). Other AGOs, mainly AGO5, AGO7 and AGO10, also have secondary roles in the antiviral response (Qu et al. 2008; Brosseau and Moffett 2015; Garcia-Ruiz et al. 2015; Stavolone et al. 2020). Once loaded into the AGOs, the vsiRNAs guide the RISC towards the target viral RNA to trigger either its cleavage or its translational repression. Moreover, DNA viruses can also be...
silenced by the addition of repressive epigenetic marks on their genome through the action of AGO4 and the RdDM pathway (Li and Wang 2019).

Interestingly, the activation of the RNA silencing machinery in one particular cell can spread to other cells to amplify the silencing. This is achieved by both cell-to-cell and long-distance movement, via plasmodesmata and the vasculature respectively, of the silencing signal, which is usually a small RNA molecule (Ryabov et al. 2004; Maizel et al. 2020; Stavolone et al. 2020). Even though the mechanism by which this silencing happens is still not well understood, it is clear that siRNAs and DCL proteins play key roles (Qin et al. 2017). Recently, Devers. et al showed that the mobile silencing signal produced from three different origins (a transgene, an endogenous gene, and a viral genome) was constituted by AGO-free primary siRNA duplexes. Moreover, they proposed that the mobile siRNA duplexes undergo a selective process caused by their loading into the AGOs that are present in the cell they are travelling through, which in turn would lead to qualitative different silencing patterns (Devers et al. 2020).

In summary, plants have evolved specialized antiviral roles for the RNA silencing machinery taking advantage of the viral need for using the plant transcriptional machinery to transcribe and replicate their RNA/DNA genomes.

1.3.2 Viral Suppressors of RNA silencing (VSRs)

To counteract the antiviral activity of the RNA silencing machinery, viruses have evolved proteins that diminish or suppress the RNA silencing activity against them, known as VSRs. These proteins interfere with the molecular mechanisms carried out by the RNA silencing machinery at both the TGS and PTGS levels (Li and Wang 2019; Stavolone et al. 2020) (see Table 1 for the classification of the viruses mentioned throughout the thesis).

The first two VSR identified in plants were the 2b protein of CMV and the helper-component protease (HC-Pro) of Potato virus Y (PVY). The VSR function of 2b and HC-Pro was first observed in lines carrying silenced transgenes, particularly the nitrate reductase and the β-glucuronidase (GUS). When these plants were infected with CMV or transformed with a construct overexpressing HC-Pro, the silencing of the transgenes was lost, showing that the viral suppressors reduced the endogenous silencing of the transgene (Béclin et al. 1998; Mallory et al. 2001; H.S. and Ding 2002). Since then, an increasing number of VSRs has been identified and their mechanism of action have been extensively studied (Stavolone et al. 2020).
One of the main strategies of VSRs is the sequestration of different types of RNAs, mainly siRNAs to avoid their loading into the RISC or long dsRNAs to avoid DCL cleavage (Stavolone et al. 2020). Several VSRs follow this strategy, including the widely studied P19 of Tombusviruses, 2b of CMV or HC-Pro of PVY. The VSR of Tombusviruses, the P19 protein, forms homodimers that bind to 21-nt siRNAs in the standard dsRNA structure. This binding is enhanced by the presence of 5’ phosphate group and it is independent of the 2-nt 3’ overhang (Vargason et al. 2003; Ye et al. 2003). Turnip mosaic virus (TuMV) HC-Pro and Beet yellows virus (BYV) P21 also bind to 21-nt siRNAs duplex but, opposite to P19, they require a 2-nt 3’ overhang (Lakatos et al. 2006). Similarly, some VSRs function against the production of secondary vsiRNAs, by interfering with the activity of RDR6 and/or SGS3 (Stavolone et al. 2020). This is the case of, for example, Rice yellow stunt virus (RYSV) protein P6, which was the first VSR proposed to block RDR6 activity (Guo et al. 2013).

Another strategy followed by several VSRs occurs at the sRNA methylation step of the RNA silencing pathway. This strategy is followed by the VSRs from Oilseed rape mosaic virus (ORMV), P125 (Blevins et al. 2006; Malpica-Lopez et al. 2018), Tobacco mosaic virus (TMV), P122 (Csorba et al. 2007), and TCV, P38 (Vogler et al. 2007), which bind sRNAs before they are methylated by HEN1, causing their partial degradation at their 2 nt overhangs, which ultimately avoids their loading into the RISC (Blevins et al. 2006; Csorba et al. 2007; Malpica-Lopez et al. 2018).

VSRs are also capable of interacting with AGO proteins, being AGO1 one of their main targets (Stavolone et al. 2020). CMV 2b, Tomato ringspot virus (ToRSV) coat protein (CP), potato virus X (PVX) P25, TCV P38, the phosphoproteins Ps of Alfalfa dwarf virus (ADV) and Lettuce necrotic yellows virus and (LNYV), the P1 protein of Sweet potato mild mottle virus (SPMMV), or the P0 of poleroviruses, can all target AGO1 (Zhang et al. 2006; Chiu et al. 2010; Karran and Sanfacon 2014; Zhuo et al. 2014; Bejerman et al. 2016; Mann et al. 2016; Iki et al. 2017; Kenesi et al. 2017). Additionally, 2b can interact with other AGOs like AGO4 and P25 can also interact with AGO2, showing that these interactions might not be limited to AGO1 (González et al. 2010; Hamera et al. 2012). In the case of 2b, the physical interaction between the VSR and an AGO protein, takes place through the PAZ and PIWI domains of the AGO proteins (Zhang et al. 2006) (González et al. 2010; Hamera et al. 2012). Nevertheless, it must be noted that while 2b binding to long dsRNA precursors is indispensable for suppressing PTGS in vivo, its interaction with AGOs is not (Duan et al. 2012), highlighting that VSR-AGO interactions might not be functional.
Additionally, VSRs, specially of DNA viruses, can also suppress the DNA methylation-related silencing (Stavolone et al. 2020). The VSR of the geminiviruses Beet curly top virus (BCTV) and Tomato golden mosaic virus (TGMV), named C2 and AL2 respectively, interact and inactivate the adenosine kinase (ADK), an enzyme with a critical function for the S-adenosyl methionine dependent methylation and the methyl-cycle maintenance. This interaction causes a decrease on the cytosine methylation levels and inactivates the antiviral silencing activity (Buchmann et al. 2009).

Some VSRs can also inhibit the activity of miRNAs, as their share characteristics with siRNAs and they also regulate important components of the RNA silencing machinery (Stavolone et al. 2020). For instance, miRNA162, miRNA168 and miRNA403 regulate the expression of DCL1, AGO1 and AGO2, respectively, and they have been shown to be sequestered by P19 and 2b, with different affinities, as a strategy to avoid silencing (Pertermann et al. 2018). Furthermore, in some cases, the methylation of the miRNA/miRNA* duplex is also altered by VSRs, as it has been seen for TuMV HC-Pro, BYV P21 and Tomato bushy stunt virus (TBSV) P19 (Yu et al. 2006).

Overall, all these examples show how viruses have developed diverse strategies to efficiently manipulate the different steps of the host RNA silencing to favor their expression. This close interaction, which generates the well-known co-evolutionary arms race between plants and viruses, has been extensively studied, showing, on one hand, how complex plant RNA silencing is and, on the other hand, how viruses are masters of manipulation. Nevertheless, there are still aspects that remain unknown and require further analysis, which perfectly depicts the complexity of plant-virus interactions.
Figure 4. RNA silencing pathway and examples of VSRs which act at different steps of the pathway. Adapted from Li and Wang, 2019.
1.4 Roles of epigenetics and RNA silencing during biotic stress

As a result of their continuous exposure to pests, parasites and pathogens, plants have developed a complex immune system. One important component of the regulation of their immune system is its control by epigenetic modifications and the RNA silencing machinery (Huang et al. 2019). In this section, the roles of both epigenetics and RNA silencing are explained through the most relevant and illustrative studies published up to date.

1.4.1 Epigenetics

Epigenetics is characterized by being a fast, when considered in an evolutionary scale, and reversible molecular mechanism, allowing plants to cope with sudden new stresses as well as to overcome the recurrent ones (Ramirez-Prado et al. 2018; Alonso et al. 2019). Therefore, it is not surprising that both DNA methylation and histone modifications have been widely implicated in the response to different biotic stresses.

1.4.1.1 DNA methylation

Several studies have shown that DNA methylation and demethylation constitute essential regulatory mechanisms of the transcription of stress responsive genes (Lopez Sanchez et al. 2016; Halter et al. 2021), for instance, of NBS-LRR genes (Stokes et al. 2002; Kong et al. 2020). The genome of Arabidopsis encodes 149 NBS-LRR genes, which are a class of Toll/interleukin 1 (TIR) receptors that function during disease resistance and are located in heterochromatic clusters (Meyers et al. 2003). Some of these genes are regulated by epigenetic mechanisms and are affected directly or indirectly by both hyper and hypomethylation (Stokes et al. 2002; Lopez Sanchez et al. 2016), although other mechanisms have been proposed to play a role in the regulation of their transcription (Kong et al. 2020).

The role of DNA methylation has been widely studied during bacterial infections, particularly during Pst infection. One of the first evidence of the importance of DNA methylation during bacterial infections was the observation of decondensation of the chromocenters of infected plants, a change associated with a decrease on DNA methylation (Pavet et al. 2006). Later, the susceptibility of different RdDM mutants was tested, showing that while ago4 (Agorio and Vera 2007) and ros1 (Yu et al. 2013) are hypersensitive, nrpel and nrpd2 are more resistant to Pst infection (Lopez et al. 2011). Changes in DNA methylation under Pst infection, were confirmed by
performing whole genome bisulfite sequencing (WGBS), which showed that the infection caused both hypo- and hypermethylation events at the three methylation contexts (Dowen et al. 2012). Furthermore, the treatment with flg22 (a peptide from Pst flagellin that triggers the host immune response) causes the downregulation of key components of the RdDM pathway, including AGO4, AGO6 and different subunits of PolIV (Yu et al. 2013). The importance of DNA demethylation is exemplified in the regulation of the defense gene RESISTANT METHYLATED GENE 1 (RMG1), which takes place through the regulation of two helitron-repeated sequences located in its promoter, that are targeted by ROS1 during infection (Yu et al. 2013) and regulated by the RdDM pathway (Halter et al. 2021). Altogether, these different works show that the regulation of DNA methylation during Pst infection constitutes part of a complex defense mechanism, that plays an important role in the defense response.

DNA methylation also plays a role in the response to other bacterial infection, for instance, Agrobacterium tumefaciens. In this case, DNA methylation inhibits the development of the tumors induced by the bacteria (Gohlke et al. 2013). The methylome of A. tumefaciens-induced tumors was characterized by an overall hypermethylation in the CHG and CHH contexts, which mainly affected protein-coding genes. In line with this, the triple mutant dmr2 dmr3 cmt3 (ddc) and the ago4 mutant, showed a greater tumor development (Gohlke et al. 2013).

DNA demethylation is also important in the response to the fungus. The triple mutant ros1 dml2 dml3 (rdd) was hypersensitive to Fusarium oxysporum infection and showed repression of genes with putative or known stress-related functions. This increase on near-TE methylation could explain the decrease on the defense gene expression in the rdd plants and, therefore, their hypersensitivity (Le et al. 2014). ros1 mutants are also hypersensitive to the infection by the obligate biotrophic oomycete Hyaloperonospora arabidopsidis, while demethylated mutants, including nrpe1, drd1, cmt3 and ddm1, are more resistant to this pathogen (Lopez Sanchez et al. 2016). These opposite phenotypes are related to two important defense mechanisms, the induction of the SA-induced stress marker PRI and the deposition of callose, which are induced in nrpe1 but inhibited in ros1. Moreover, almost half of the DEGs in H. arabidopsidis infected plants are affected by mutations in ROS1 or NRPE1, showing that a considerable percentage of stress response genes are regulated by DNA methylation (Lopez Sanchez et al. 2016).

DNA methylation also plays a role in other types of biotic interactions, including nematodes, insects, viroids, and viruses. Regarding plant-parasitic nematodes, a
detailed study of the changes in the transcriptome, methylome and sRNA profile of *Arabidopsis* roots during its interaction with *Heterodera schachtii* was published recently (Hewezi et al. 2017). Overall, *H. schachtii* induced a dynamic demethylation of both genes and TEs, mainly in the CHG and CHH contexts, characterized by a lack of continuity between time points (5- and 10-days post-infection, dpi) but associated with the transcriptional reprogramming during infection (Hewezi et al. 2017).

In another interesting study, the changes on DNA methylation induced by the caterpillar *Pieris brassicae* on *Brassica rapa* were analyzed by performing methylation-sensitive amplified fragment length polymorphism (MSAP) (Doucet et al. 2016). Caterpillar feeding induced demethylation which was accompanied by a deterioration of important phenotypic traits for attractiveness towards pollinators, such as number of flowers, the volume of the inflorescences or the emission of volatile compounds. Interestingly, this study showed how, potentially, the demethylation caused by a herbivore can influence the interaction of the plant with its pollinators (Doucet et al. 2016).

Finally, changes in DNA methylation have been associated with the response to viral stress. This has been studied to greater detail for geminiviruses since their single-stranded DNA genomes replicate in the host nuclei and associate with cellular histones to create minichromosomes (Raja et al. 2008). As a defense mechanism, plants employ DNA methylation against the viral genome to restrict the propagation of the infection, as it effectively reduces the viral DNA replication, as well as viral gene expression (Zarreen and Chakraborty 2020). The importance of this epigenetic marks in the defense against these viruses was confirmed by infecting mutants in different epigenetic factors with two different geminiviruses, Cabbage leaf curly virus (CaLCuV) and BCTV, which also show stronger symptoms in methylation deficient and methyl cycle mutants (Raja et al. 2008; Rodriguez-Negrete et al. 2009). These evidences, reinforced the idea of a dual interaction of geminiviruses with the epigenetic machinery through: (1) the targeting of their genomes by repressive epigenetic marks by the endogenous host epigenetic pathways; and (2) the viral counterattack by means of their VRSs direct interaction with DNA methylation (Zarreen and Chakraborty 2020).

The defense response against RNA viruses and viroids also involves changes in DNA methylation. Viroids are plant-pathogenic, circular, single stranded noncoding RNAs (ncRNAs) characterized by their small size (240–400 nt). They fully depend on the molecular machinery of their host to fulfill their life cycle, as they do not code
for proteins (Castellano et al. 2015). In cucumber (*Cucumis sativus*) and *N. benthamiana*, the infection by Hop stunt viroid (HSVd) causes a dynamic misregulation of the DNA methylation levels on the 45S ribosomal RNA (rRNA) genes (Martinez et al. 2014; Castellano et al. 2015) and some selected TEs (Castellano et al. 2015). Similar to viroids, RNA viruses have also been associated with changes on the host DNA methylation levels. TMV-infected *N. benthamiana* plants show overall hypomethylation at the CG and CHG contexts localized to NBS-LRR genes conferring resistance to TMV, which were considerably hypomethylated in comparison to housekeeping components (Boyko et al. 2007). These results suggest that, during TMV infection, the changes on DNA methylation might serve as a mechanism to maintain genome stabilization, allowing the transcription and recombination of responsive genes, while preserving the status of housekeeping genes (Boyko et al. 2007). Changes in the methylome during CMV infection in *N. benthamiana* plants have been also studied (Wang et al. 2018). Interestingly, the changes in the methylome of the infected plants occurred mainly at the CHH context, and the differentially methylated regions (DMRs) associated with those changes were both hypo- and hypermethylated and located at gene bodies. Moreover, the presence of the DMRs correlated with changes in gene expression (predominantly related to defense response), with hypomethylated DMRs associated with up-regulated genes, and vice versa (Wang et al. 2018). Recently, the epigenetic changes induced by two different TuMV isolates with different degrees of adaptation to *Arabidopsis thaliana* were studied, showing that both isolates induced similar levels of cytosine methylation changes associated with TEs and stress-related genes (Correa et al. 2020).

In summary, all these studies reflect the global importance of DNA methylation during biotic stress response, but also how this mechanism of gene regulation acts differently depending on the specific stress. In general, changes on DNA methylation associated with the presence of a pathogen occur predominantly on the CHG and CHH contexts and are importantly related to the expression of responsive genes and TEs. Moreover, DNA methylation in plant defense is not only used to regulate their own responsive genes, but also to inhibit detrimental processes caused by the pathogen, for instance the formation of tumors induced by *A. tumefaciens*, and to even repress the expression of viral genomes, as it occurs during geminivirus infections, which highlights the versatility of this epigenetic mechanism. Nonetheless, only the most recent studies have started to explore the changes on DNA methylation during biotic stress at a genome-wide level and, very importantly, analyze how it affects gene expression. This is a crucial matter, as there is increasing
evidence showing that changes on DNA methylation do not always imply changes on gene expression (Zhong et al. 2021). Therefore, DNA methylation should be considered as one of the many potential mechanisms that regulate the transcriptional reprogramming that takes place during biotic stress response. In order to obtain a more accurate understanding of how this transcriptional reprogramming occurs, other mechanisms, for instance histone modifications or TF activity, should also be taken into consideration.

1.4.1.2 Histone modifications

Even though the role of histone modifications during biotic stress has been considerably less analyzed than the role of DNA methylation, these marks have also been associated with the regulation of the stress response (Ramirez-Prado et al. 2018). HISTONE DEACETYLASE 19 (HDA19), one of the best characterized HDACs, modulates the JA-dependent pathway, and exposure to JA or ET increases its expression (Zhou et al. 2005). Accordingly, hda19 mutants show increased activity of the SA-dependent pathway and, therefore, higher expression of the SA-defense markers PR1 and PR2 which have higher levels of H3 acetylation on their promoters (Choi et al. 2012). In line with this regulatory role, hda19 mutants showed an increased susceptibility to Alternaria brassicicola (Zhou et al. 2005), while the same mutants were more resistant to Pst infection, due to the increased basal expression of defense genes, such as PR1 and PR2 (Choi et al. 2012). This role does not seem to be shared with other HDAs, since HDA6 has been shown to participate in the regulation of defense genes through the JA pathway, as its expression is induced by this hormone. Hence, the loss of its activity leads to the upregulation of JA responsive genes, such as PLANT DEFENSIN 1.2 (PDF1.2) or ETHYLENE RESPONSIVE FACTOR 1 (ERF1). On the contrary, its expression is important for the downregulation of SA pathway defense genes, like PR1, PR2 or WRKY TFs, showing an opposite role to HDA19 (Wu et al. 2008).

In addition to histone deacetylation, histone methylation also plays a role during defense response. For instance, mutants of the Arabidopsis H3K9me1/2 demethylase JMJ27 are hypersusceptible to Pst, as JMJ27 negatively regulates the TF WRKY25, which in turn inhibits the expression of PRI (Dutta et al. 2017). On the contrary, mutants for LHP1-INTERACTING FACTOR 2 (LIF2), a ribonucleoprotein that interacts with PRC1, are more resistant to Pst infection but more susceptible to the necrotrophic fungus Sclerotinia sclerotiorum, as it implies a down-regulation of JA-related defense genes (Zhang et al. 2014). These results, similar to the ones from hda19 mutants, indicate that H3K27me3 might negatively regulate SA-associated
response. Indeed, analysis of the genomic targets of LIF2 and LHP1 partially confirmed their involvement in the transcriptional regulation of stress-responsive genes (Molitor et al. 2016).

Active marks like the methylation of H3K4 and H3K36 have also been demonstrated to play roles during defense against different organisms. The Trithorax family member ATX1 is involved in the maintenance and the increase on PRI and WRKY70 expression, acting as a node of convergence between the SA and the JA pathways. In line with the decrease of the SA-response, atx1 mutants are more susceptible to the infection by Pst (Alvarez-Venegas et al. 2007). The H3K36 methyltransferase SDG8 is involved in the control of JA-related genes and the NBS-LRR gene LAZARUS 5 (LAZ5) and other stress-responsive genes (Berr et al. 2010) (Palma et al. 2010; Li et al. 2015b). Accordingly, sdg8 mutants show reduced expression of LAZ5 and an enhanced susceptibility to A. brassicicola and Botrytis cinerea (Berr et al. 2010). Similar to SDG8, another H3K36 methyltransferase, SDG25, controls the expression of defense genes, like PRI, PDF1.2 or BIK1, in response to both bacterial and fungal pathogens (Lee et al. 2016).

Histone modifications have also been associated with the response against viroids (Castellano et al. 2016). In cucumber plants infected with HSVd, the expression of the histone deacetylase HDA6 increases. This could constitute a potential host mechanism to counteract the interaction of HSVd with this protein (Castellano et al. 2016), which in turn could be causing the hypomethylation of certain loci that were previously described (Martinez et al. 2014). Moreover, overexpressing HDA6 lead to a decrease on the aforementioned hypomethylation (Castellano et al. 2016), showing that, indeed, the action of HDA6 is essential for the observed methylation changes during HSVd infection.

In addition to the changes on DNA methylation, the minichromosomes of geminiviruses also undergo histone modifications (Raja et al. 2008; Ceniceros-Ojeda et al. 2016; Rodriguez-Gandarilla et al. 2020). One of the epigenetic mechanisms that Arabidopsis employs to silence the genome of geminiviruses is the addition of H3K9 methylation, as it was seen during CaLCuV and BCTV infections (Raja et al. 2008). In line with this, kyp2 mutants were hypersensitive to the infection by both geminiviruses (Raja et al. 2008). Nevertheless, their minichromosomes have also been associated with permissive histone marks, such as H3K4me3 (Raja et al. 2008; Ceniceros-Ojeda et al. 2016). Interestingly, in Pepper golden mosaic virus (PepGMV) infected pepper plants, the presence of this active histone mark and the repressive one H3K9 methylation was associated with symptomatic and recovered
plants, respectively (Ceniceros-Ojeda et al. 2016). In line with these results, in pepper plants superinfected with PepGMV, the viral genome showed high levels of H3K4me3 (Rodriguez-Gandarilla et al. 2020). Altogether, these studies show the importance of repressing the viral minichromosomes by the establishment of repressive histone marks, while avoiding the addition of active marks that enhance the transcription of the viral genes.

Overall, all these different examples illustrate the fundamental role of histone acetylation and methylation during biotic stress response. These studies have been particularly focused on their role as regulators of essential defense genes, such as PR1/2, LAZ5, PDF1.2 and WRKY TFs, mainly through the regulation of the SA and JA pathways. In general, the effect of the histone marks on the defense response depends on which hormonal pathway they regulate and whether that pathway is beneficial or detrimental for the defense. Nevertheless, as these studies have been strongly based on analyzing the susceptibility of mutants, there is a lack of studies on the changes on their genome-wide profiles. This different approach has the potential to show how the stress affects the histone modifications of genes related to other fundamental processes that can be influenced by the stress, for instance development or photosynthesis. Furthermore, as with DNA methylation, the analysis of changes in histone marks should not be carried out isolated, and other mechanisms should be considered, especially when analyzing histone modifications that have been previously associated with other epigenetic marks, such as H3K9 and non-CG methylation. This approach will provide a more complete image of the changes on histone marks and their interplay with other regulatory mechanisms, which in turn will contribute to a better understanding of the overall status of the genome during biotic stress response.

In summary, all these different examples show the essential role of epigenetic regulation during biotic stress response, and how the different epigenetic mechanisms are modulated specifically to overcome each particular stress (Fig. 5). Nonetheless, the majority of these studied provided the analysis of one particular mechanism or mark, highlighting the need to take one step further and study their genome-wide profiles. Moreover, there are several interesting aspects that also require deeper understanding, such as how the specific enzymes are recruited to their target sites or the extent of the effects of epigenetic marks on gene expression. Addressing these questions is a difficult but fascinating task that would provide a much deeper understanding of the interplay between epigenetics and the biotic stress response.
Figure 5. Summary of the main epigenetic changes associated with biotic stress response. Arrows point towards the chromatin to represent gain of the marks, while arrows pointing from the chromatin represent loss of the marks.
1.4.2 RNA silencing

Over the past years, the role of the different sRNAs produced by the RNA silencing machinery during biotic interactions has been increasingly studied (Huang et al. 2019). Both endogenous (miRNAs, natsiRNAs, etc.) and pathogen-derived sRNAs change their accumulation dynamics during biotic stress and have different roles in the regulation of the response to stress.

1.4.2.1 miRNAs

miRNAs are well-known regulators of both development and the response to stress by modulating the expression of important genes performing each of these roles. miRNA accumulation and their regulatory role have been studied in multiple host-pathogen systems, showing an immense diversity of regulatory roles.

For example, in the *Pst*-infection context several miRNAs seem to play important roles. In 2006, the role of a plant miRNA in biotic defense was described for the first time (Navarro et al. 2006). In this study, the presence of flg22 induced the expression of *Arabidopsis* miR393, which negatively affects auxin signaling by the cleavage of auxin receptors mRNAs, specifically, the F-box proteins TIR1, AFB1 and AFB2, to provide resistance towards the bacteria (Navarro et al. 2006). Interestingly, miR393* also presents an antibacterial function, as it positively regulates defense by targeting MEMB12 to promote *PR1* expression (Zhang et al. 2011b). miR393 is also induced in *Nicotiana tabacum* infected by an *A. tumefaciens* oncogenic strain which, together with miR167, represses the auxin signaling pathway enhancing tumor development (Pruss et al. 2008).

As a result of the extensive study of the *Arabidopsis*-Pst pathosystem, the defense roles of several other miRNAs have been described in this interaction. Among them, miR863-3p stands out because of its sequential roles: at early stages of infection, it targets two atypical receptor-like kinases (RLKs) which are negative regulators of the defense response, while at later infection stages, it targets SE, a positive regulator of the defense response that mediates the production of miRNAs (Niu et al. 2016). Other miRNAs that have been described to participate in the defense against *Pst* are: miR159, which is upregulated during later stages of the infection and downregulates the TFs MYB33 and MYB101 to promote the SA signaling pathway (Zhang et al. 2011a); miR160, which promotes callose deposition (Li et al. 2010); miR398 and miR773, which negatively regulates the deposition of callose (Li et al. 2010); miR167, which is upregulated during the infection and controls the auxin signaling pathway through the regulation of *ARF6* and *ARF8* to promote defense (Fahlgren et al. 2007; Zhang et al. 2011a); miR390, which is downregulated, as it enhances the
accumulation of ta-siRNAs that inhibits the expression of ARF3 and ARF4 (Zhang et al. 2011a); or miR472, which targets CC-NBS-LRRs (CNLs) resistance (R) proteins and, therefore, it negatively regulates defense responses (Boccarda et al. 2014).

Furthermore, miRNAs also participate in the response to fungi. During treatment with F. oxysporum, Arabidopsis miR168 was the only miRNA that showed a constant upregulation among all of the induced ones, suggesting it might play an essential role during the fungal infection. This miRNA carries out a fundamental function in Arabidopsis, as it regulates the levels of AGO1. Therefore, the fungal-induced regulation of miR168 could potentially serve as a mechanism to ensure proper AGO1 levels during the infection (Baldrich et al. 2014). Furthermore, other miRNAs that participate in the defense response against fungi in Arabidopsis are: miR396, which is a negative regulator of the GROWTH-REGULATING FACTOR (GRF) family and represses defense responses (Soto-Suárez et al. 2017); miR773, which targets METHYLTRANSFERASE 2 (MET2) and whose expression is detrimental for the defense response (Salvador-Guirao et al. 2018); miR858, which is a negative regulator of the defense, as it decreases the expression of flavonoid-specific MYB TFs, which have an antifungal function (Camargo-Ramírez et al. 2018); miR844, which regulates the expression of CYTIDINEPHOSPHATE DIACYLGlycerol SYNTHASE 3, an enzyme that plays a positive role during the stress (Lee et al. 2015); and miR400, which presents a negative defense function, as it regulates the expression of the defense genes PENTATRICOPEPTIDE REPEAT PROTEIN (PRR) (Park et al. 2014).

In Arabidopsis, the development of galls induced by the root-knot nematode Meloidogyne javanica relies on the expression of the regulatory module miR390/TAS3. miR390 regulates the expression of TAS3 derived tasiRNAs, which, in turn, targets and degrades ARFs transcripts. When exposed to the nematode, miR390 mutants developed a smaller number of galls, showing the importance of miR390 for M. javanica infection (Cabrera et al. 2016). Moreover, other miRNAs that are associated to the response against nematodes in Arabidopsis are: miR159, which is upregulated in the galls, and it has a negative effect for the defense, as it regulates the expression of the TF MYB33, necessary for the defense (Medina et al 2017); miR172, whose mature form is downregulated in the infected galls and roots and it is potentially linked to the auxin response during the stress (Hewezi et al. 2008; Cabrera et al. 2016; Jaubert-possamai et al. 2019); miR319, which is downregulated in the infected galls and targets MYB33 (Cabrera et al. 2016); miR396, which is downregulated in infected roots and acts as a key regulator of the reprogramming of
root cells (Hewezi et al. 2008; Hewezi et al. 2012); miR827, which is upregulated in the infected roots and acts as a negative regulator of the defense response (Hewezi et al. 2016); and miR858, which is upregulated during early stages of the infection and downregulated at later ones, and it regulates the expression of the TF MYB83 (Piya et al. 2017).

miRNAs also play important roles in the defense against other biotic stresses, such as herbivores. Kettles et al. demonstrated that the reproduction of aphids is impaired in miRNAs mutants, including dcl1, ago1, hen1, hst and se. Interestingly, mutations in components of other sRNA pathways did not affect the production of progeny, showing that miRNAs are essential for aphid reproduction. In aphid-exposed dcl1 mutants, the induction of two genes associated with camalexin biosynthesis led to an increased accumulation of camalexin, which provided the resistance phenotype of the mutant (Kettles et al. 2013). Moreover, several miRNAs act on the response against aphids (Aphis gossypii) in melon (Cucumis melo), including miR160 and miR167, that target ARF2 and ARF3, respectively; miR393, that regulates Transport Inhibitor Response 1 (TIR1); miR164, that targets NAC domain proteins; and miR395, that modulates the expression of ATP-sulfurylases (Sattar et al. 2012). Particularly, miR167 and miR393 negatively regulate the auxin response of the host plant to potentially promote defense, as auxin can interfere with the plant immunity (Sattar et al. 2016).

Together with the direct regulation of their genomes by the RNA silencing machinery, the defense response to viruses is also associated with miRNA activity. Especially, the activity of miRNAs regulating RNA silencing components, like AGO1 or AGO2, regulated by miR168 and miR403 respectively, seem to be important during the virus-plant interaction. Indeed, the enhanced accumulation of miR168 constitutes a general mechanism against viruses, as it has been described in several plant-virus systems: rice infected with Rice stripe virus (RSV) (Wu et al. 2015); Arabidopsis infected with CMV (Zhang et al. 2006), TMV (Csorba et al. 2007), TCV and Ribgrass mosaic virus (RMV) (Várallyay et al. 2010); N. benthamiana infected with Cymbidium ringspot virus (CymRSV), Crucifer-infecting tobacco mosaic virus (crTMV), Tobacco etch virus (TEV) and PVX (Várallyay et al. 2010); Medicago truncatula infected with Sunn-hemp mosaic virus (SHMV) (Várallyay et al. 2010); and Solanum lycopersicum infected with TMV and PVX (Várallyay et al. 2010).

The regulation of AGO1 mediated by miR168 seems to be involved in both cleavage and transcriptional repression, since in some pathosystems the levels of AGO1
mRNAs were also increased (Zhang et al. 2006; Csorba et al. 2007; Várallyay et al. 2010), while the AGO1 accumulation was either at mock levels or decreased (Várallyay et al. 2010). The increased accumulation of miR168 in CymRSV infected *N. benthamiana* plants is caused by the action of its VSR, the p19 protein, by a mechanism that has not been described yet (Várallyay et al. 2010). On the other hand, miR403 levels have been reported to decrease after *N. benthamiana* infection with Beet black scorch virus (BBSV) (Xu et al. 2016) and TMV (Diao et al. 2019), which in both cases increased the expression of *AGO2*.

Additionally, miRNAs regulate other components of the RNA silencing during viral infections. In rice, the expression of *RDR1* is indirectly regulated by a molecular cascade involving several MADS box proteins modulated by the monocot specific miRNA miR444 (Wang et al. 2016). Hence, miR444 has a positive regulatory role during RSV infection in rice (Wang et al. 2016).

In addition to miRNAs regulating RNA silencing components, other miRNAs with a different array of targets are affected by viral infections. CMV downregulates miR159 in *Arabidopsis*, which targets a group of regulatory genes known as GAMYB or GAMYB-like, R2R3 MYB domain TFs that are involved in GA signal transduction (Millar et al. 2019). Its downregulation leads to the upregulation of its target genes *MYB33* and *MYB65*, which is associated with the development of symptoms, without affecting the viral accumulation (Du et al. 2014). TMV infection in *N. tabacum* affects the levels of miR160, miR165/6, miR415, miR397, and miR535, all of which were previously associated with the response to different stresses. At an early stage of infection (5 dpi), when the virus is not detectable yet, these miRNAs were downregulated, while at later stages (15 and 22 dpi), they were upregulated, indicating that plants modulate the expression of miRNAs even at early times of viral accumulation (Bazzini et al. 2011).

Altogether, these different studies highlight the importance of the action of miRNAs during the defense response towards different biotic stresses, from herbivores to viruses (Fig. 6A). They also show the broad range of defense mechanisms that these miRNAs are modulating, such as the expression of defense-related TFs, the RNA silencing machinery or defense genes. Nevertheless, some of these studies are focused on particular miRNAs, or lack an in-depth analysis of the incorporation of these miRNAs into AGO proteins, which will determine their activity. Detailed analyses of the population of sRNAs loaded in different AGO proteins during stress would provide a complete scenario of the reprogramming of the miRNA population.
during biotic stress response and, ultimately, would deepen our understanding of the molecular basis of these fascinating plant-pathogen interactions.

Figure 6. A. Summary of the main miRNAs involved in biotic stress response. (+) represents a positive role of the miRNA for the defense response, while (-) represents a negative role. B. Role of nat-siRNAATGB2 during *Pseudomonas syringae* infection.
1.4.2.2 Endogenous siRNAs

miRNAs are not the only sRNA class involved in the biotic stress response. Other classes of endogenous sRNAs have been shown to be active and relevant during infection by diverse pathogens, including natsiRNAs, phasiRNAs and other types of endogenous siRNAs.

The first siRNA associated with plant immunity was nat-siRNAATGB2 (Katiyar-Agarwal et al. 2006) which is promoted by \( \textit{Pst} \) infection and produced from the overlap region of an anti-sense transcript pair constituted by a Rab2-like small GTP-binding protein gene (\( \textit{ATGB2} \)) and a pentatricopeptide repeats (PPR) protein-like gene (\( \textit{PPRL} \)). The production of nat-siRNAATGB2 depends on the NBS-LRR R proteins \( \textit{RESISTANT TO P. SYRINGAE 2 (RPS2)} \) and \( \textit{NON-RACE-SPECIFIC DISEASE RESISTANCE 1 (NDR1)} \), which are required for a series of resistance response, such as transcriptional reprogramming, production of ROS and induction of hypersensitive responses (HR). Once produced, nat-siRNAATGB2 down-regulates PPR, a potential negative regulator of \( \textit{RPS2} \) (Fig. 6B). Therefore, nat-siRNAATGB2 promotes the defense response by down-regulating \( \textit{PPRL} \) to allow the expression of \( \textit{RPS2} \) (Katiyar-Agarwal et al. 2006).

Recently, the role of phasiRNAs on plant defense has been increasingly demonstrated, as they target key defense genes such as PPR or NBS-LRR genes (Liu et al. 2020). For example, \( \textit{B. cinerea} \) infected \( \textit{Arabidopsis} \) produces two tasiRNAs, \( \textit{TAS1c-siR483} \) and \( \textit{TAS2-siR453} \), that are transported to the fungi via exosome-like vesicles to silence pathogenic genes (Cai et al. 2018) (Fig. 7A). Moreover, the production of phasiRNAs is also favorable against the infection by the oomycete \( \textit{Phytophtora capsici} \) (Hou et al. 2019). In this case, miR161 triggers the production of PPR-derived phasiRNAs, which are transported into the haustorium to target \( \textit{P. capsica} \) genes, providing enhanced resistance to this pathogen (Fig. 7B) (Hou et al. 2019). The importance of miRNA-triggered phasiRNA production for plant defense has been described in several species, for instance: in Norway spruce (\( \textit{Picea abies} \)), the miR482/2118 family target NBS-LRR genes to trigger the production of phasiRNAs (Xia et al. 2015); in legumes, miR1507 and miR1510 trigger the production of phasiRNAs that target R genes (Zhai et al. 2011; Fei et al. 2015; Zhao et al. 2015); in wheat (\( \textit{Triticum aestivum} \)) and barley (\( \textit{Hordeum vulgare} \)), miR9863 triggers the production of phasiRNAs that regulate the \( \textit{MLA} \) genes, which are NBS-LRR genes (Liu et al. 2014a); and in \( \textit{Solanaceae} \), miR6019 and miR6027 trigger the production of phasiRNAs associated with R genes (Li et al. 2012).
Figure 7. Role of endogenous siRNAs on silencing pathogenic genes. A. Role of TAS-derived siRNAs on the silencing of Botrytis cinerea genes. B. Role of miR161 on the production of PPR-derived secondary siRNAs and, ultimately, silencing of Phytophtora capsici genes.

Furthermore, a new class of bacteria-induced siRNAs was described during Pst infection (Katiyar-Agarwal et al. 2007). These novel siRNAs were named as long siRNAs (lsiRNAs) because, as their name suggests, they are longer than the usual siRNAs (30-40 nt). These lsiRNAs were produced by the action of DCL1 and DCL4, AGO7, RDR6 and PolIV and they presented common characteristics with siRNAs. Among the six lsiRNAs identified, lsiRNA-1 was exclusively detected during infection by Pst carrying the effector avrRpt2, which makes the bacteria avirulent. lsiRNA-1 was generated from the overlapping region of a NAT pair formed by two different loci, one that encodes a receptor-like protein kinase (RLK) and one that encodes a putative RNA-binding domain protein (RAP). The expression of lsiRNA-
1 led to the downregulation of its target \textit{RAP}, whose expression is unfavorable for the response against bacteria (Fig. 8A) (Katiyar-Agarwal et al. 2007).

In 2014, Cao et al. described the first endogenous siRNAs produced by RDR1, named as virus-activated siRNAs (vasiRNAs) (Cao et al. 2014). Interestingly, these vasiRNAs were discovered on \textit{Arabidopsis} plants infected with a mutant CMV defective on its VSR (CMV-\textDelta 2b), and they were not produced when the plants were infected with the wild-type virus, showing that the presence of 2b is sufficient to inhibit their production. Generally, vasiRNAs were 21-nt long and they were generated from protein-coding genes, mapping exclusively to the mature mRNA. Moreover, their production relied on the activity of RDR1 and DCL4 and they were loaded into both AGO1 and AGO2. The accumulation of vasiRNAs was correlated with enhanced viral resistance, as seen in mutants for the gene \textit{ETHYLENE-INSENSITIVE 5} (\textit{EIN5}), which accumulated more vasiRNAs and were more resistant towards the infection (Fig. 8B). Accordingly, \textit{rdr1} mutants, where the production of vasiRNAs is abolished, showed higher accumulation of CMV-\textDelta 2b (Cao et al. 2014). Recently, the production of vasiRNAs was explored in turnip (\textit{Brassica napo}), oilseed rape (\textit{Brassica napus}) and \textit{Arabidopsis} infected with Cauliflower mosaic virus (CaMV) (Leonetti et al. 2021). In these three plants, vasiRNAs were produced from 15 common genes, associated with stress response and photosynthesis, which were downregulated during infection and promoted resistance to the stress (Leonetti et al. 2021). Altogether, these studies show that, on the Brassicaceae family, the production of vasiRNAs is an important defense mechanism that promotes the downregulation of genes that are potentially detrimental for the defense response against different types of viruses.

All these different studies show that endogenous siRNAs play fundamental roles during defense response in plants. These studies have not only provided the knowledge about already described sRNAs, but also the discovery of new classes of siRNAs, as it occurred with lsiRNAs and vasiRNAs. Nevertheless, there are numerous questions regarding their implication on plant defense that need to be answered: do siRNAs generally participate on defense response or only specific ones have defensive roles? Do they participate in the response against other types of biotic stresses, such as herbivores? Are there any other new classes of siRNAs that have not yet been discovered? What are their effects of genes not associated to defense during the stress? Are they associated with other regulatory mechanisms? Providing the answers to those questions would importantly contribute to the better understanding of how the genome is regulated to cope with biotic stresses.
Figure 8. Role of biotic stress-derived siRNAs. A. Role of long siRNAs (lsiRNAs) during *Pseudomonas syringae* avRpt2 infection. B. Role of virus-activated siRNAs during CMV-Δ2b infection.

1.4.2.3 Pathogen-derived siRNAs

In the last years, the study of the effect of siRNAs derived from the genome of pathogens has gained increasing interest, unraveling a fascinating aspect of the interactions between pathogens and plants. Although this interaction remains poorly understood, several examples have been described, including siRNAs derived from fungi, parasitic plants, viroids, and viruses.

In 2013, sRNAs produced by a pathogenic fungus were demonstrated to act as effectors (molecules that suppress the host immunity), a function only assigned to proteins until that moment (Weiberg et al. 2013). In this study, *B. cinerea* sRNAs were proved to silence *Arabidopsis* genes involved in immunity by binding to the host AGO1. Specifically, the fungal sRNAs target mitogen activated protein kinases (*MPK1* and *MPK2*); peroxiredoxin (*PRXIIF*), a gene involved in oxidative stress; and a cell wall-associated kinase (*WAK*) (Fig. 9A). Furthermore, *Arabidopsis ago1* mutants showed a reduced susceptibility to the infection, while *B. cinerea dcl1 dcl2*
mutants did not produce sRNAs and, therefore, had a decreased pathogenicity, highlighting the importance of the fungal sRNAs for virulence (Weiberg et al. 2013).
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Figure 9. Roles of pathogen-derived siRNAs on the silencing of host genes. A. Role of 21-nt *Botrytis cinerea*-derived siRNAs on silencing host genes. B. Role of 22-nt *Cuscuta campestris*-derived siRNAs on silencing host genes.

The parasitic weed *Cuscuta campestris*, also known as field dodder or golden dodder, produces 22-nt miRNAs during the parasitic relationship with *Arabidopsis* that target host genes. These 22-nt miRNAs target genes with different functions, such as a kinase localized in the plasma membrane (*BOTRYTIS-INDUCED KINASE 1, BIK1*), auxin receptors (*TIR1, AUXIN SIGNALING F BOX 2 (AFB2) and AFB3*), a predicted transcriptional repressor from the root stem cells (*HEAT SHOCK TRANSCRIPTION FACTOR B4, HSFB4*), and a phloem protein related to photosynthesis regulation (*SIEVE ELEMENT OCCLUSION-RELATED 1, SEOR1*). In addition to cause mRNA cleavage, the *C. campestris* miRNAs lead to the production of secondary siRNAs which reinforce the silencing effect (Fig. 9B) (Shahid et al. 2018).

Interestingly, this phenomenon commonly occurs during viroid and viral infections (Ramesh et al. 2020). One of the first examples of this viral-mediated host silencing was described in CMV-infected plants. The silencing of CMV Y-satellite RNA (Y-RNA) produces 22-nt vsiRNAs that target a chlorophyll biosynthetic gene (*CHLI*) in different species, including tomato, *Arabidopsis* and several *Nicotiana* species. Interestingly, the targeting of the plant gene by the vsiRNAs leads to its down-
regulation and the appearance of the yellowing symptoms (Fig. 10B) (Shimura et al. 2011; Smith et al. 2011). Moreover, other cases where the presence of a vsiRNA is associated with the development of symptoms have been described. For instance, a vsiRNA derived from the RNA4 of the genome of Rice stripe virus (RSV), named vsiRNA-4A, targets and down-regulates the *N. benthamiana* gene translational initiation factor 4A (*eIF4A*). The decrease in expression of this gene causes the development of the typical symptomatology, including stunting, twisted leaves, and defective flowering (Shi et al. 2016).

Figure 10. Role of pathogen-derived siRNAs on the silencing of host genes. A. Role of Potato spindle tuber viroid (PSTVd)-derived siRNAs on tomato and potato genes. B. Role of CMV-Y satellite-derived siRNAs on silencing the CHLI gene of tomato, *Arabidopsis* and *Nicotiana* plants.
Recently, this aspect of viral infections was explored at a genome-wide level during TuMV infection (Pitzalis et al. 2020). In this study, the authors performed sRNA-seq and degradome-seq to analyze the potential interactions between vsiRNAs and host mRNAs. Interestingly, they found 205 host mRNAs on their degradome analysis that are potentially targeted by 87 TuMV-derived siRNAs. Nonetheless, the targeting of the host genes by these vsiRNAs does not fully correlate with the transcriptomic changes, which suggests that this can be a mechanism to control, but not complete repress, the expression of host genes (Ramesh et al. 2020).

Other RNA pathogens, such as viroids, can produce siRNAs with activity against endogenous genes. It has been shown that a sRNA produced from the virulence modulating region of PSTVd down-regulates the expression of two tomato callose synthase genes (CalS11-like and CalS12-like). Moreover, the decrease of these two genes is related to the typical symptoms, as mutating the viroid to avoid the targeting of the genes remove the infected phenotype (Adkar-Purushothama et al. 2015). Recently, it has been shown that the same region of PSTVd produces sRNAs that targets the potato TCP23 TF. The downregulation of this TF results in a misregulation of the gibberellin metabolism pathway, which leads to the stunting phenotype and the development of small and spindle-shaped tubers (Fig. 10A) (Bao et al. 2019).

All the above examples reflect the complex arms race between plants and pathogens and depict how intertwined the relation among them is, emphasizing the importance of a meticulous defense response that not only copes with the presence of the pathogen, but also avoids that it utilizes the responsive mechanisms, such as RNA silencing, on its own benefit. Nevertheless, there are still some remarkably interesting aspects about pathogen-derived siRNAs that have not been addressed yet, for instance, their potential genome-wide production, their impact on the endogenous siRNA population or their global exploitation of the plant RNA silencing machinery. This fascinating aspect of plant-pathogens interaction has the potential to not only provide further understanding of aspects related to the stress, such as the development of symptoms, but also to expand the knowledge about how RNA molecules can move from one organism to another.
2 Aims of the study

The overall aim of this study was to expand the current knowledge about the roles of epigenetic regulation and RNA silencing during biotic stress response in *Arabidopsis thaliana*, focusing on how these two molecular mechanisms modulate gene expression. To fulfill this goal, we aimed to:

I. Characterize the genome-wide changes in the epigenetic control and the transcriptomic reprogramming during aphid infestation.

II. Uncover the interaction of CMV-derived siRNAs with the endogenous RNA silencing machinery of *Arabidopsis thaliana*.

III. Explore the genome-wide changes on DNA methylation and repressive histone marks during CMV infection, determine the interplay between them and analyze their impact on gene expression and, ultimately, defense response.
3 Results and discussion

This section contains a brief description of the results obtained from the work presented in this thesis. The figures corresponding to the explained data are indicated throughout the text and they can be found in the compiled papers at the end of this PhD thesis.

3.1 Impact of biotic stress on the host RNA silencing

Plants are exposed to different stresses that can negatively impact their development and growth, being aphid infestation and CMV infection two very important biotic stress, from both an ecological and an economical point of view. Here, we have explored the impact of these two stresses on the activity of the RNA silencing machinery in Arabidopsis thaliana (papers I, II and III).

In line with previous results (Donaire et al. 2009), CMV infected plants (Fig. 1A, paper II) accumulated high levels of CMV vsiRNAs (Fig. 1B, paper II; Fig. 3B, paper III), which were mainly 21nt long (70.2%) (Fig. 1D, paper II; Fig. 3B, paper III), as previously shown (Diaz-Pendon et al. 2007; Donaire et al. 2009; Herranz et al. 2015). Surprisingly, these vsiRNAs constituted almost half of the sequenced sRNA pool (43.1%) (Fig. 1C, paper II), suggesting a considerable impact on the plant sRNAs homeostasis. This result led us to explore the changes on the endogenous sRNA populations, which, to our knowledge, have not been the focus of any previous study, contrary to the vsiRNAs (Donaire et al. 2009; Qiu et al. 2018), satellite-derived siRNAs (Du et al. 2007; Fang et al. 2015), or vasiRNAs (Cao et al. 2014). Indeed, infected plants showed an overall decreased accumulation of sRNAs, except miRNAs and 21 nt siRNAs derived from miRNAs and TEs, which were increasingly accumulated (Fig. 1E, F and G, paper II; Fig. 2A, paper III). These results considerably contrast with the changes on the endogenous 24 nt sRNA populations both during CMV infection and aphid infestation, which are
characterized by a significant decrease at TEs (Fig. 3C, D and E, paper I; Fig. 3A and C, paper III). Altogether, these results show that different biotic stresses lead to considerably different changes on the plant sRNA profiles. This is largely caused by the nature of the two studied stresses, as CMV is a virus and, therefore, it replicates inside the host cells interacting with the RNA silencing machinery, while aphids cause a subtle wounding during their feeding.

To understand the potential function of vsiRNAs, we explored their interaction with the plant AGOs (Fig. 2B, paper II). First, we analyzed their 5’ nucleotide as an evidence of their potential AGO loading (Mi et al. 2008). Overall, U was the predominant 5’ nt of the vsiRNAs, followed by A, C and G, suggesting a potential loading into AGO1, AGO2 and AGO5 (Fig. 2A, paper II). Moreover, their protein levels were increased during infection, with the exception of AGO7 (Fig. 2C, paper II), which reflects their importance during the defense responsive, as previously shown (Harvey et al. 2011; Garcia-Ruiz et al. 2015). In the case of AGO2, its importance as an antiviral AGO was also confirmed at the transcriptional level, as this gene presents the highest fold-change of all the RNA silencing components in our RNA-seq dataset (Fig. 2E and F, paper III).

To characterize vsiRNA loading into antiviral AGOs, we performed AGO-IP followed by sRNA-seq (Fig. 2D, paper II). In general, AGO1 and AGO2 showed the highest vsiRNAs loading (Fig. 2E, paper II), highlighting once again their important antiviral role (Harvey et al. 2011; Watt et al. 2020), with minor contributions of AGO5 and AGO7. Furthermore, the 5’ nt preference of the loaded vsiRNAs was as expected according previous reports (Mi et al. 2008) (Fig. 2F, paper II). Overall, the loading of vsiRNAs displaced endogenous siRNAs in all AGOs, which could contribute to the development of the symptoms. This displacement could be particularly important in the case of miRNAs, whose lack of activity has been previously linked to viral infections (Bazzini et al. 2007).

Additionally, we explored the interference of CMV’s VSR, the 2b protein, with the endogenous sRNA populations during viral infection, which was previously studied using 2b reporter constructs expressed through a transgene but not in natural infections (Hamera et al. 2012) (Fig. 3A, paper II). Interestingly, 2b-IP followed by sRNA-seq revealed that 2b not only binds to vsiRNAs, but also to host siRNAs, with a preference for mRNA-derived sRNAs (Fig. 3B, C and D, paper II). Then, we analyzed the expression of the genes from which these 2b-loaded mRNA-derived were being produced on public available data. Indeed, during CMV infection, these genes were downregulated (Fig. 3E, paper II), suggesting that the loading of sRNAs
on 2b could potentially be functional. 2b-loaded sRNAs, in general, were 20- and 21-nt in length and did not present a 5' nt preference (Fig. 3E and G, paper II). In summary, 2b participates in the viral infection by loading its own vsiRNAs, to avoid its silencing, and host sRNAs, to potentially interfere with host transcription, reflecting how VSRs have evolved to play key roles during the infection.

Previous studies described the targeting of plant mRNAs by pathogen-derived siRNAs, including fungi (Weiberg et al. 2013), parasitic plants (Shahid et al. 2018), viroids (Adkar-Purushothama et al. 2015) and viruses (Shimura et al. 2011; Smith et al. 2011). To explore this at a genome-wide level, we performed Parallel Analysis of RNA Ends (PARE) sequencing, which in plants is commonly used to identify the targets of miRNA activity. Our analysis identified 61 endogenous mRNAs with potential vsiRNA-induced cleavage (Fig. 4A and B, paper II). The vsiRNAs that were potentially targeting these genes were distributed among all the studied AGOs, with a slight preference for AGO5 (Fig. 4A, paper II). Moreover, these targeted mRNAs were enriched in molecular function Gene Ontology (GO) categories related to nucleic acid binding and biological function categories associated with photosynthesis, translation and production of metabolite precursors and energy (Fig. 4C, paper II). This agrees with previous works that showed that a gene associated with chlorophyll production is targeted by a vsiRNA derived from the satellite RNA of CMV in N. benthamiana (Shimura et al. 2011; Smith et al. 2011). Interestingly, we saw that the targeting of endogenous mRNAs by vsiRNAs did not lead to the production of secondary siRNA, as the 21- and 22-nt mRNA-derived sRNAs from targeted genes were decreased in the infected plants (Fig. 4E, paper II). Furthermore, we validated the targeting of two candidate genes, AT2G21210 (RP1) and AT4G36195 (a serine carboxypeptidase) by vsiRNAs (Fig. 5A and B, paper II) using transient expression of their targeted sequences fused to GFP in mock and infected N. benthamiana (Fig. 5C, paper II). For both genes, the levels of GFP were downregulated on the infected plants when compared to the mock ones (Fig. 5D and E, paper II). Moreover, mutations in the targeted sequenced significantly decreased the targeting of the vsiRNAs (Fig. 5D and E, paper II). Overall, our results validated the ability of these vsiRNAs to effectively downregulated plant mRNAs. Altogether, our results suggest that the loading of vsiRNAs in the host RNA silencing machinery could act as a functional regulator of endogenous gene expression by mediating their silencing and potentially inhibiting secondary sRNA production.

In summary, our results show that the massive production of vsiRNAs alters the activity of the host RNA silencing machinery at different levels, disrupting the
endogenous sRNA population; hijacking the activity of host AGOs; decreasing the expression of plant genes through its VSR 2b; and inducing the cleavage of endogenous genes. Overall, our work provides further understanding on the complex interaction between RNA viruses and their hosts silencing machinery.

3.2 Impact of DNA methylation changes on the transcriptional reprogramming during biotic stress

Changes on DNA methylation have been associated with the response to a plethora of biotic stresses, from bacteria (Pavet et al. 2006; Dowen et al. 2012; Gohlke et al. 2013; Yu et al. 2013; Halter et al. 2021) to herbivores (Doucet et al. 2016). Nevertheless, most of these studies lacked a genome-wide perspective, as well as the study of the impact of DNA methylation changes on gene expression. In this doctoral thesis, we explored the genome-wide changes on DNA methylation caused by *Myzus persicae* infestation and CMV infection and we analyzed their effect on the plant transcriptional response by performing WGBS and RNA-seq, respectively (paper I and III).

First, we analyzed the overall DNA methylation profiles of the stressed plants (Fig. 4A, paper I; Fig. 4A, paper III). Interestingly, while aphid infestation did not cause dramatic differences on the levels of this mark between control and infested plants (Fig. 4b, paper I), CMV infection led to significantly higher global levels all methylation context in TEs and the CG context in genes, at the two infection times analyzed, 10 and 20 dpi (Fig. 4b, paper III). Despite these differences at the global level, both stresses were associated with a considerable number of localized methylation changes, and we were able to identify several DMRs, 2125 in the case of aphid infestation and 2768 and 4921 at 10 and 20 dpi, respectively, in the case of CMV infection (see table 2 for more detailed information), being CHG the methylation context with the highest number of DMRs in both stresses. Next, we assessed the genomic location of these DMRs. In the case of aphid infestation, CG DMRs were predominantly found at genes, while CHG and CHH DMRs were mainly located at TEs (Fig. 4C, paper I). In the case of CMV infection, both at 10 and 20 dpi, CG and CHH DMRs were mainly located genes, whereas the majority of the CHG DMRs were located at TEs (Fig. 4C, paper III). Overall, these results show that, despite their different nature, both stresses cause different general changes on DNA methylation.
Interestingly, the aphid-related CHG and CHH DMRs were mainly located at TEs that lose 24 nt sRNAs (Fig. 4D, paper I) and were associated with both hypo- and hypermethylation (Fig. 4E, paper I). Furthermore, hypomethylated CHH DMRs were associated with Rath elements and depleted from Gypsy elements (Fig. 4G, paper I). On the other hand, CG DMRs had no significant changes, suggesting that they might be related to gbM (Fig. 4E, paper I). Similarly, CMV-induced hypomethylated DMRs were associated with loss of 24-nt sRNAs (Figure 4D, paper III). Loss of 24-nt during CMV infection was stronger at targets of the RdDM pathway as TEs, intergenic regions and rRNA repeats indicates (Figure 3C, paper III). Altogether, these results show that, during both stresses, changes on RdDM activity associated with the accumulation of sRNAs are partially translated into DNA methylation changes.

To explore the influence of the DMRs on gene expression, we analyzed the expression of genes located 2 kb upstream and downstream of them. During aphid infestation, upregulated genes were enriched on GO categories related to oxygen binding, translation regulator activity, nuclease and motor activity, fruit ripening and cell death (Fig. 5A, paper I) (see Table 3 for the number of DEG in each experiment). Interestingly, we found several genes related to defense response close to hypomethylated CHH DMRs, including, ERF022, AP2C1, ACS6 and SYP122 (Fig. 5C-F, paper I). To further explore the influence of CHH methylation on the expression of these genes, we analyzed their expression levels on public RNA-seq datasets of ago4 and polIV mutants, where CHH methylation is considerably reduced. Indeed, DEG associated with DMRs were significantly enriched in these datasets, suggesting that they are regulated by the action of the RdDM pathway (Fig. 5G and H, paper I). Interestingly, TF binding sites were enriched at DMRs of DEGs associated with loss of CHH methylation (Supp. Fig. 5C and E, paper I). Additionally, several of the members of these TF families were differentially expressed under aphid infestation, indicating that the overlap between TF regulation and DNA methylation might play an important role in the orchestration of the aphid infestation transcriptional response.

Similar to aphid infestation, upregulated genes under CMV infection, at both time points, were associated with GO categories related to cell death and stress response (Fig. 2C and D, paper III) (see Table 3 for the number of DEG in each experiment). Interestingly, the overlap between DMRs and DEGs was lower than expected (see tables 4 and 5 for more detailed information), with 26 DEGs associated with DMRs at 10 dpi and 10 DEG associated with DMRs at 20 dpi (Fig. 4E, paper III). Among these DMR-associated DEG, AT3G26220 and AT5G43750,
are illustrative examples of an upregulated gene associated with loss of DNA methylation and a downregulated gene associated with gain of DNA methylation, respectively (Fig. 4F, paper III). Overall, these results suggest that changes on DNA methylation led to significant changes on gene expression during CMV infection.

Altogether, our analysis of the changes on DNA methylation during *Myzus persicae* infestation and CMV infection show how this mechanism is used to regulate particular genes whose expression is needed to overcome the stress and suggests that it might interact with other regulatory mechanisms such as TF-binding which might be an important part of the interplay between DNA methylation changes and the transcriptional changes observed under stress, as previously shown (O'Malley et al. 2016).

3.3 Roles of histone modifications during biotic stress

In plants, histone modifications have been indirectly associated with defense response mainly due to their regulatory role of the JA and SA pathways (Zhou et al. 2005; Alvarez-Venegas et al. 2007; Berr et al. 2010; Choi et al. 2012) and directly associated with the regulation of a defense gene activated by bacterial stress (Zervudacki et al. 2018). In our work, we wanted to explore the global changes on histone modifications during aphid infestation and CMV infection and analyze their correlation with gene expression and DNA methylation by performing Chromatin Immunoprecipitation (ChIP)-seq, RNA-seq, and WGB-seq.

Our screenings of sensitivity to aphid infestation and CMV infection in epigenetic mutants revealed that histone marks are fundamental for the defense in both scenarios, as *kyp* mutants are less susceptible to aphid infestation (Fig. 6A and B paper I) and *clf* mutants were more tolerant to CMV infection (Fig. 1A, paper III), pointing to H3K9 methylation and H3K27 methylation as important regulatory marks, respectively. Interestingly, some of the defense genes upregulated under aphid feeding that were associated with hypomethylated CHH DMRs, particularly *SYP122*, *GER5* and *TCH4*, were also upregulated in *kyp* mutants not exposed to aphids (Fig. 6C, paper I). This result suggests that H3K9me2 could regulate the transcription response to stress since, at least partially, the lower susceptibility of *kyp* to the aphid infestation could be due to the basal activation of defense genes. On the other hand, *clf* plants showed an enhanced tolerance towards CMV as their rosette radius, a phenotype trait that is severely affected by the infection on Col-0.
plants, remained at mock levels (Fig. 1B and C, paper III). These results suggested that repressive histone marks could be playing a key role during the defense response against Myzus persicae and CMV. To understand in detail how histone marks could contribute to the defense response against CMV infection we performed ChIP-seq of two well-known repressive marks, H3K9me2 and H3K27me3, to characterize their genome-wide changes at the two studied infection time points.

As expected, at both 10 and 20 dpi, changes on H3K9me2 were mainly found at TEs, while changes on H3K27me3 were predominantly located at genes (Fig. 5A, paper III), a distribution that correlates the previously described roles of these two marks in Arabidopsis (Roudier et al. 2011). Overall, CMV infection led to a gain of H3K9me2 at TEs and a loss of both H3K27me3 and H3K9me2 at genes (Fig. 5B, paper III, see table 4 for the number of identified peaks). At both time points, loss of H3K9me2 and gain of H3K27me3 were predominantly found on genes, while gain of H3K9me2 and loss of H3K27me3 were mainly seen at TEs (Fig. 5C, paper III). Similar to DNA methylation, the number of DEGs associated with histone peaks was relatively low, only 3 DEGs were associated with changes on H3K9me2 and 3 DEGs associated by changes on H3K27me3 at 10 dpi, and 19 DEGs were associated with changes on H3K9me2 and 27 were associated with changes on H3K27me3 at 20 dpi (Fig. 5D, paper III). Among these genes, AT5G35970 and AT4G01950 are examples of downregulated DEGs controlled by a gain of H3K9me2 and a gain of H3K27me3, respectively (Fig. 5E, paper III). Altogether, these results show that CMV infection causes genome-wide changes on the pattern of H3K9me2 and H3K27me3 that might regulate the expression of specific genes.

Previous studies have described the correlation between DNA methylation and histone marks, including the interplay between CHG methylation and H3K9me2 (Du et al. 2015) and between DNA methylation and the recruitment of the H3K27 demethylase REF6 (Qiu et al. 2019). Hence, we explored the overlap between changes in DNA methylation and changes in histone marks in our datasets. To investigate this in the context of aphid infestation, we analyzed the histone environment of our identified DMRs on public datasets of different histone modifications. Interestingly, we observed that hypomethylated CHH DMRs were enriched on the permissive histone mark H3K18ac and depleted on the repressive marks H3K27me and H3K9me2 (Fig. 4F, paper I), indicating that changes in CHH methylation took place at regions with a permissive chromatin status or potentially sensitive to active demethylation, since that histone environment resembles the genomic target regions of ROS1 (Tang et al. 2016).
The genome-wide distribution of the changes on DNA methylation, H3K9me2 and H3K27me3 during CMV infection showed that increased methylation and gain on H3K9me2 were correlated at centromeric and pericentromeric region, especially in the case of CHG methylation. Moreover, loss of H3K27me3 was associated with a significant increase of DNA methylation at non-CG contexts (Fig. 6A and B, paper III). Finally, we explored the overlap between these two histone marks, as they are usually exclusive (Roudier et al. 2011). Interestingly, there was a considerable overlap between regions losing H3K27me3 and gaining H3K9me2 at both 10 and 20 dpi (Fig. 6C, paper III), indicating that their accumulation is dynamic during stress and that regions losing H3K27me3 might be targets of the RdDM pathway which might attract H3K9me2 to maintain the repression of those regions. This is in line with recent publications indicating that H3K27me3 serves as a back-up silencing machinery for heterochromatic sequences experiencing demethylation (Rougée et al. 2021).

Overall, our work shows that, despite their different nature, both aphid infestation and CMV infection are associated with changes on histone modifications. In the case of CMV infections, these changes lead to a reorganization of the genome-wide patterns of H3K9me2 and H3K27me3, which are associated with changes in DNA methylation and have the potential to regulate gene expression.
4 Conclusions

The use of different high-throughput sequencing techniques coupled with analysis of mutant lines for different epigenetic and RNA silencing components, has allowed us to identify the overall genome-wide epigenetic changes taking place under two different biotic stresses: aphid infestation and viral infection.

Several biotic stresses have been previously associated with changes in the activity of the RNA silencing and epigenetic machineries and their potential connection to the orchestration of the transcriptional response against stress. My work showed that indeed, the epigenetic response towards aphid infestation is characterized by a localized loss of DNA methylation at TEs, which is accompanied by a loss of 24-nt sRNAs, reflecting that RdDM activity is partially responsible of demethylation under this stress. These results potentially explain the TE reactivation that takes place during this stress, as they suggest a decrease of RdDM activity that could allow their transcriptional reactivation. Furthermore, we showed that these changes on DNA methylation are involved in the transcriptional control of defense genes against aphid infestation. The other biotic stress analyzed in my thesis, infection by CMV, led to a global gain of DNA methylation and a reorganization of the repressive marks H3K9me2 and H3K27me3. These changes did not have a genome-wide impact on gene expression, but they affected the expression of genes associated with the defense response and physiological processes linked to the viral infection. Furthermore, these mechanisms might represent a mechanism of surveillance of genome stability in order to maintain TEs in a transcriptionally silenced state.

Additionally, we characterized the interference of CMV with the RNA silencing machinery and the impact of vsiRNA on the plant sRNA populations. Our results showed that vsiRNAs constituted almost half of the population of sRNAs, which led to an overall reduction on the endogenous sRNAs. Moreover, we demonstrated that vsiRNAs were loaded into plant AGOs and negatively regulated the expression of host genes. Both works focused on CMV interaction with the RNA silencing and
epigenetic machineries reflect the complexity of plant-virus interactions and the need to study in detail all the molecular mechanisms affected by biotic stresses to understand their full interference with their hosts biology.

Altogether, the work presented in this thesis indicates that the response to biotic stresses is associated with RNA silencing and epigenetic changes, including both DNA methylation and the distribution of histone marks. This thesis contributes to a better understanding of how the different epigenetic mechanisms and the RNA silencing machinery function during biotic stress response, their dynamism during stress and how they impact gene expression.
The work presented in this doctoral thesis has contributed to a better understanding of the roles of epigenetics and RNA silencing during two important biotic stresses, aphid infestation and CMV infection. Nevertheless, there are still several interesting aspects that remain to be studied in the future.

Our work has extensively described the role of DNA methylation during aphid infestation and pointed towards histone marks, particularly H3K9me2, as another fundamental regulatory mechanism. Therefore, it would be of highly interest to explore the changes of this repressive mark during this stress using ChIP-seq. Our data showed that kyp mutants were more resistant to aphids, potentially due to an increased basal expression of defense genes. Hence, one possibility would be that these genes are located in a chromatin environment regulated by H3K9me2. Furthermore, exploring other histone marks, for instance H3K27me3, would provide a more complete picture of the epigenetic changes that occur during aphid infestation. Finally, the role of other regulatory mechanisms, especially TFs, and their interplay with the epigenetic regulation is another important question that needs to be addressed. To answer this, it would be interesting to perform assay for transposase-accessible chromatin using sequencing (ATAC-seq) under aphid infestation and analyze the overall correlation with repressive epigenetic marks.

Another limitation of our study is the lack of different exposure times to aphid feeding. We focused on analyzing the epigenetic changes that took place after 72 hours of aphid exposure but including other time points could potentially provide further details. Moreover, this could also be closer to what crops encounter in fields, where the precise time of the duration of the stress might be unknown. Therefore, analyzing different time points and performing recurrent exposures could provide knowledge that could potentially be used in future applied projects. These analyses could also contribute to a better understanding of the components regulating the

5 Future perspective
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Another limitation of our study is the lack of different exposure times to aphid feeding. We focused on analyzing the epigenetic changes that took place after 72 hours of aphid exposure but including other time points could potentially provide further details. Moreover, this could also be closer to what crops encounter in fields, where the precise time of the duration of the stress might be unknown. Therefore, analyzing different time points and performing recurrent exposures could provide knowledge that could potentially be used in future applied projects. These analyses could also contribute to a better understanding of the components regulating the
overall changes observed at the RNA silencing and DNA methylation levels, for which we lack mechanistic information.

Despite our thorough analysis of the epigenetic changes associated with CMV infection, more details of these interactions could be investigated. Similar to the aphid infestation, other histone marks could be analyzed, for instance, histone acetylation, which has been previously associated with the defense response against several pathogens. This will not only provide further knowledge about the chromatin dynamics during CMV infection, but also about the effect of these marks on gene expression. Furthermore, the implication of TFs on the transcriptional reprogramming and their interplay with epigenetic marks should also be analyzed in detail. We also lack mechanistic information of how the observed epigenetic changes take place, so the analysis of the responsiveness of genes from different epigenetic pathways should be explored in more detail in the future.

Once the mechanistic framework during CMV infection is defined, the next step would be to select those genes that present considerable changes and might be related to the defense response or to the development of the symptoms. Characterizing the performance of their mutants and overexpressing lines during CMV infection could be a first step towards the potential production of crops with improved resistance to CMV infection.

The recovery of the viral-infected plants constitutes another remarkably interesting aspect to be analyzed in the future. This would provide valuable information about the whole infection process, but also about potential ways of enhancing recovery on infected plants. Furthermore, the analysis of the combination of viral stress with other stress, for instance aphids, is another fascinating research field. These scenarios of multiple stresses represent a better picture of what plants undergo in natural environments, so understanding how they deal with concurrent stresses has the potential to provide extremely helpful knowledge for applied purposes.

On the other hand, our study of the genome-wide effects of vsiRNAs on the host RNA silencing machinery had shed light in this less understood aspect of viral infections. Nevertheless, there are still some details that could be analyzed in the future. First, even if we had already analyzed the main antiviral AGOs, the role of the rest of them should also be investigated, as they could also participate in this phenomenon. Moreover, our study has revealed that the VSR of CMV, the 2b protein, apart from loading its own vsiRNAs, also loads host mRNA-derived sRNAs, potentially silencing plant genes. This regulatory effect should be experimentally
confirmed, for instance, by analyzing the expression level of the potentially affected genes in CMV-Δ2b infected plants or 2b-overexpressing lines.

Overall, our work has established the basis of fascinating future research that, hopefully, will provide even further knowledge on the intriguing relationship between plants and their environment.
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Popular science summary

Opposite to animals, plants are not able to fight, hide or run from stressful situations. They have to deal with unfavorable scenarios from the inside, and one of the most efficient ways to do so is by “turning on and off” specific genes. There are several mechanisms to regulate the expression of genes, of which two were the focus of this thesis, epigenetics and RNA silencing. Epigenetics refers to those reversible changes on the DNA molecules that do not affect its sequence, and it comprises two different types of changes. On one hand, histone modifications, which consists of the addition (or removal) of different molecules to the proteins that support the DNA, the histones. On the other hand, DNA methylation, which is the addition (or removal) of a methyl group (a small molecule constituted by one atom of carbon and three hydrogen atoms, -CH₃). Each of these different modifications contribute to either the activation or the repression of genes, in other words, to “turn on” or “turn off” those genes. On the other hand, RNA silencing is a mechanism by which RNA molecules are cleaved into smaller fragments to avoid the production of proteins. This is achieved by the action of two important molecules: a group of proteins called Argonautes (AGO) and a special type of RNAs, known as small RNAs (sRNAs), which bind to the AGO proteins to perform their function. This mechanism of slicing RNAs is particularly important during viral infections, as it is a key mechanism to avoid the replication of the virus.

We studied these two regulatory mechanisms in two different stresses, aphid infestation and Cucumber mosaic virus (CMV) infection, both economically important, as they can affect a broad range of crops. Our study of the epigenetic changes during aphid infestation revealed that DNA methylation is an important regulatory mechanism, as it is involved in the activation of genes that have a defense role and, therefore, are necessary during this stressful situation. On the other hand, our work about the changes associated with CMV infection showed how complex the interaction of the components of the plant cell and the virus is. For example, we
demonstrated that when the plant slices the RNA of the virus to avoid its replication by the action of the RNA silencing machinery, the small RNAs that are produced are, in turn, used to avoid the expression of plant genes. Moreover, our study of epigenetic changes occurring during CMV infection revealed that both DNA methylation and histone modifications are modulated in a way that allows the activation of defense genes and the repression of those that are not necessary to cope with the stress.

In summary, the work presented in this thesis provided detailed knowledge about how plants use epigenetics and RNA silencing to regulate the expression of their genes in order to deal with different biotic stresses.
Populärvetenskaplig sammanfattning

Till skillnad från djur kan inte växter fly, gömma sig eller springa från stressfulla situationer. De måste hantera egensamma situationer från inuti sig själva och ett av dem mest effektiva sättet att hantera sådana situationer är att slå “av eller på” specifika gener. Det finns flertalet mekanismer för att reglera genomtryck, av vilka två stycken är i fokus i denna doktorsavhandling, epigenetik och ‘RNA silencing’. Epigenetik refererar till dem reversibla förändringar på DNA molekyler som inte påverkar dess sekvens, och innefattar två olika typer av förändringar. Å ena sidan, histon-modifikation, som innefattar addition (eller borttagande) av olika molekyler till proteinet som stödjer DNA:t, histonerna. Å andra sidan, DNA metylering, vilket är additionen (eller borttagandet) av en metylgrupp (en liten molekyl som består av en kolatom och 3 väteatomer, -CH₃). Dessa olika metoder bidrar till att antingen aktivera eller undertrycka gener, med andra ord, att ”slå på” eller ”slå av” dessa gener. Å andra sidan, ‘RNA silencing’ är en mekanism med vilken RNA molekyler delas till mindre fragment för att undvika att protein produceras. Detta uppnås genom handlingen av två viktiga molekyler, en grupp av protein som kallas Argonautes (AGO) och en speciell typ av RNAs som kallas ‘small RNA’ (sRNA), som binder AGO proteinet för att utföra deras handling. Den här mekanismen med att klyva RNA är särskilt viktig under virala infektioner eftersom det är en nyckelmekanism för att förhindra att viruset replikerar sig.

Vi har studerat dessa två reglerande mekanismer med två olika stressorer, aphid-infektion och ‘cucumber mosaic virus’ (CMV) infektion, båda ekonomiskt viktiga då de kan påverka ett stort omfång av grödor. Vår studie på dem epigenetiska förändringarna av aphid-infektion avslöjade att DNA metylering är en viktig reglerande mekanism, eftersom det involverar aktivering av gener som har en defensiv roll och, därför, är nödvändiga under den stressiga situation. Å andra sidan, vårt arbete om förändringarna associerade med CMV infektion visar hur komplex interaktionerna av komponenterna av växten och viruset är. Till exempel så demonstrerar vi att när växten klyver RNA:t av viruset för att förhindra dess...
replikation genom handlingen av ‘RNA silencing’ maskineriet, så de ‘small RNA’ som tillverkas används i sin tur för att förhindra växtens genuttryck. Dessutom, vår studie av epigenetiska förändringar under CMV-infektion avslöjade att både DNA metylering och histon-modifikation är modulerade på ett sådant sätt att det tillåts aktivering av defensiva gener och kan undertrycka de som inte är nödvändiga för att hantera stressen.

Sammanfattningsvis, det arbete som presenteras i den här avhandlingen förser detaljerad kunskap om hur växter använder epigenetik och ‘RNA silencing’ för att reglera dess genuttryck för att hantera olika biotiska stressorer.
Al contrario que los animales, las plantas no pueden luchar, esconderse o pelear contra las situaciones estresantes. Tienen que hacerles frente desde su interior y una de las maneras más eficaces de conseguirlo es “apagando” y “encendiendo” genes específicos. Existen varios mecanismos por los cuales se regula la expresión de genes, de los cuales dos fueron el foco de esta tesis doctoral: la epigenética y el silenciamiento génico por ARN. La epigenética es el estudio de aquellos cambios reversibles de la molécula de ADN que no afectan su secuencia y abarca dos tipos de cambios. Por una parte, las modificaciones de las histonas, que consisten en la adición (o extracción) de diferentes moléculas en las proteínas que sostienen el ADN, llamadas histonas. Por otra parte, la metilación del ADN, que es la adición (o extracción) de un grupo metilo (una molécula pequeña formada por un átomo de carbono y tres átomos de hidrógeno, -CH₃). Cada una de estas diferentes modificaciones contribuye a la activación o la represión de genes o, en otras palabras, a “encender” o “apagar” esos genes. Por otra parte, el silenciamiento génico por ARN es un mecanismo por el cual moléculas de ARN son divididas en fragmentos más pequeños para evitar la producción de proteínas. Esto se consigue mediante la acción de dos importantes moléculas: un grupo de proteínas llamadas Argonautes (AGO) y un tipo especial de ARN, conocidos como ARN pequeños, que se unen a las proteínas AGO para ejecutar su función. Este mecanismo de corte de ARN es particularmente importante durante infecciones virales, ya que es un mecanismo clave para evitar la replicación del virus.

En esta tesis, estudiamos estos dos mecanismos de regulación durante dos estreses diferentes, la infestación de áfidos y la infección por el virus mosaico del pepino (CMV), ambos importantes a nivel económico ya que afectan a un amplio rango de cultivos. Nuestro estudio de los cambios epigenéticos durante la infestación de áfidos reveló que la metilación del ADN es un mecanismo regulator importante, ya que está involucrada en la activación de genes que cumplen una función defensiva.
y, por tanto, son necesarios durante esta situación estresante. Por otra parte, nuestro trabajo sobre los cambios asociados a la infección por CMV demostró cuán compleja es la interacción entre los componentes de la célula vegetal y el virus. Por ejemplo, demostramos que cuando la planta corta el ARN del virus para evitar su replicación mediante la acción de la maquinaria del silenciamiento por ARN, los ARN pequeños que se producen se utilizan, a su vez, para evitar la expresión de genes de la planta. Además, nuestro trabajo sobre los cambios epigenéticos durante la infección por CMV reveló que tanto la metilación del ADN como las modificaciones de las histonas son moduladas de manera que permitan la activación de los genes de defensa y la represión de aquellos que no son necesarios para combatir el estrés.

En resumen, el trabajo presentado en esta tesis doctoral aportó conocimiento detallado sobre cómo las plantas usan la epigenética y el silenciamiento génico por ARN para regular la expresión de sus genes para lidiar con diferentes estreses bióticos.
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### Appendix

Table 1. Classification of the cited virus.

<table>
<thead>
<tr>
<th>Full name</th>
<th>Genus</th>
<th>Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMV Cucumber mosaic virus</td>
<td>Cucumovirus</td>
<td>Bromoviridae</td>
</tr>
<tr>
<td>CaMV Cauliflower mosaic virus</td>
<td>Caulimovirus</td>
<td>Caulimoviridae</td>
</tr>
<tr>
<td>TMV Tobacco mosaic virus</td>
<td>Tobamovirus</td>
<td>Virgaviridae</td>
</tr>
<tr>
<td>ORMV Oilseed rape mosaic virus</td>
<td>Tobamovirus</td>
<td>Virgaviridae</td>
</tr>
<tr>
<td>RMV Ribgrass mosaic virus</td>
<td>Tobamovirus</td>
<td>Virgaviridae</td>
</tr>
<tr>
<td>TuMV Tumip mosaic virus</td>
<td>Potyvirus</td>
<td>Potyviridae</td>
</tr>
<tr>
<td>TEV Tobacco etch virus</td>
<td>Potyvirus</td>
<td>Potyviridae</td>
</tr>
<tr>
<td>PVY Potato virus Y</td>
<td>Potyvirus</td>
<td>Potyviridae</td>
</tr>
<tr>
<td>PSbMV Pea seed-borne mosaic virus</td>
<td>Potyvirus</td>
<td>Potyviridae</td>
</tr>
<tr>
<td>SPMMV Sweet potato mild mottle virus</td>
<td>Ipomovirus</td>
<td>Potyviridae</td>
</tr>
<tr>
<td>TCV Tobacco crinkle virus</td>
<td>Carmovirus</td>
<td>Tombusviridae</td>
</tr>
<tr>
<td>TBSV Tomato bushy stunt virus</td>
<td>Tombusvirus</td>
<td>Tombusviridae</td>
</tr>
<tr>
<td>CymRSV Cymbidium ringspot virus</td>
<td>Tombusvirus</td>
<td>Tombusviridae</td>
</tr>
<tr>
<td>BBSV Beet black scorch virus</td>
<td>Necrovirus</td>
<td>Tombusviridae</td>
</tr>
<tr>
<td>PVX Potato virus X</td>
<td>Potexvirus</td>
<td>Alphalphavirusidae</td>
</tr>
<tr>
<td>BYV Beet yellow virus</td>
<td>Closterovirus</td>
<td>Closteroviridae</td>
</tr>
<tr>
<td>ToRSV Tomato ringspot virus</td>
<td>Nepovirus</td>
<td>Secoviridae</td>
</tr>
<tr>
<td>TRSV Tobacco ringspot virus</td>
<td>Nepovirus</td>
<td>Secoviridae</td>
</tr>
<tr>
<td>ADV Alfalfa dwarf virus</td>
<td>Cytorhabdovirus</td>
<td>Rhabdoviridae</td>
</tr>
<tr>
<td>LNYV Lettuce necrotic yellows virus</td>
<td>Cytorhabdovirus</td>
<td>Rhabdoviridae</td>
</tr>
<tr>
<td>RYSV Rice yellow stunt virus</td>
<td>Nucleorhabdovirus</td>
<td>Rhabdoviridae</td>
</tr>
<tr>
<td>BCTV Beet curly top virus</td>
<td>Curtovirus</td>
<td>Geminiviridae</td>
</tr>
<tr>
<td>TGMV Tomato golden mosaic virus</td>
<td>Begomovirus</td>
<td>Geminiviridae</td>
</tr>
<tr>
<td>CaLCuV Cabbage leaf curly virus</td>
<td>Begomovirus</td>
<td>Geminiviridae</td>
</tr>
<tr>
<td>PepGMV Pepper golden mosaic virus</td>
<td>Begomovirus</td>
<td>Geminiviridae</td>
</tr>
</tbody>
</table>
Table 2. Number of DMRs per context during aphid infestation and CMV infection.

<table>
<thead>
<tr>
<th></th>
<th>CG</th>
<th>CHG</th>
<th>CHH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aphid infestation</td>
<td>691</td>
<td>1123</td>
<td>311</td>
</tr>
<tr>
<td>CMV (10 dpi)</td>
<td>296</td>
<td>1978</td>
<td>494</td>
</tr>
<tr>
<td>CMV (20 dpi)</td>
<td>1342</td>
<td>3022</td>
<td>557</td>
</tr>
</tbody>
</table>

Table 3. Number of DEGs during aphid infestation and CMV infection.

<table>
<thead>
<tr>
<th></th>
<th>Upregulated</th>
<th>Downregulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aphid infestation</td>
<td>265</td>
<td>2</td>
</tr>
<tr>
<td>CMV (10 dpi)</td>
<td>427</td>
<td>460</td>
</tr>
<tr>
<td>CMV (20 dpi)</td>
<td>309</td>
<td>414</td>
</tr>
</tbody>
</table>

Table 4. Number of H3K9me2 and H3K27me3 peaks at 10 and 20 dpi.

<table>
<thead>
<tr>
<th></th>
<th>H3K9me2</th>
<th>H3K27me3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gain</td>
<td>Loss</td>
</tr>
<tr>
<td>Peaks (10 dpi)</td>
<td>892</td>
<td>66</td>
</tr>
<tr>
<td>Peaks (20 dpi)</td>
<td>3053</td>
<td>258</td>
</tr>
</tbody>
</table>
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Summary
- Environmentally induced changes in the epigenome help individuals to quickly adapt to fluctuations in the conditions of their habitats.
- We explored those changes in Arabidopsis thaliana plants subjected to multiple biotic and abiotic stresses, and identified transposable element (TE) activation in plants infested with the green peach aphid, Myzus persicae. We performed a genome-wide analysis mRNA expression, small RNA accumulation and DNA methylation.
- Our results demonstrate that aphid feeding induces loss of methylation of hundreds of loci, mainly TEs. This loss of methylation has the potential to regulate gene expression and we found evidence that it is involved in the control of plant immunity genes. Accordingly, mutant plants deficient in DNA and H3K9 methylation (kyp) showed increased resistance to M. persicae infestation.
- Collectively, our results show that changes in DNA methylation play a significant role in the regulation of the plant transcriptional response and induction of defense response against aphid feeding.

Introduction
While adaptation to long-term environmental changes involves genetic variation, fluctuating stresses are normally coped with through the modulation of the transcription machinery (Lamke & Baule, 2017). Several mechanisms govern the transcriptional response during stress, including transcription factors (TFs) and epigenetic regulation (Guizat & Mitteltissen, 2012). In eukaryotic organisms, epigenetic modifications of chromatin and DNA are the core of genome stability regulation through the control of transposable element (TE) expression and transposition (Law & Jacobsen, 2010). Epigenetic modifications consist of covalent and reversible marks that are deposited on both the DNA and the histones. DNA methylation constitutes a vital and widespread mark in plant genomes, where it can happen in three different sequence combinations: the symmetric context CG and CHH, and the asymmetric CHH (where H can be A, C or T) (Law & Jacobsen, 2010). This mark is established by the action of small RNA-directed DNA methylation (RdDM) and can be actively removed from any context by the action of DNA glycosylases (Matzke & Mosher, 2014; Zhang et al., 2018). The modifications that occur in the tails of histones can be active or repressive marks. For example, H3K4 mono-, di- and tri-methylation (H3K4me1, H3K4me2 and H3K4me3) are associated with highly transcribed genes (Zhang et al., 2009). H3K27 tri-methylation (H3K27me3) is mainly found in silenced genes (Zhang et al., 2007) and H3K9 di-methylation (H3K9me2) is rarely seen in genes while being predominantly present in TEs, where it correlates with the presence of DNA methylation, leading to transcriptional silencing and the formation of heterochromatin (Zhou et al., 2010).

Transposable elements are a source of new mutations and genetic/genomic variation and of new regulatory regions for genes (Kidwell & Lisch, 1997; Lisch, 2009). Several agricultural traits like orange, maize and apple color or pepper pungency are regulated by TEs inserted in new locations, creating new expression patterns for the gene(s) in the vicinity of the insertion (Dooner et al., 1991; Burille et al., 2012; Tamaka et al., 2019; Zhang et al., 2019). These TE domestication events are especially important for plant interaction with their environment (Annacondia et al., 2018). Different abiotic and biotic stresses (including drought, salinity, heat, cold, UV radiation, chemical agents...
and viral, viroid, bacterial and fungal infections) show examples of TE domestication events that influence gene expression and/or induce changes in the epigenetic regulation of repeats (Annacondia et al., 2018; Mourgou et al., 2019). Defense genes are interesting examples of the interaction between epigenetic regulation and gene regulation and evolution, as most nucleotide-binding site and leucine-rich repeat domain protein (NB-LRR) genes accumulate in heterochromatic clusters populated by TEs (Meyer et al., 2003). As an example of the role of epigenetic regulation in their transcriptional control, several defense genes, such as RECOGNITION OF PERONOSPORA PARASITICA 7 (PpR7), RPN4 and RESISTANCE METHYLATED GENE 1 (RMG1), are transcriptionally regulated by domesticated TEs (Tsuchiya & Eidgym, 2013; Yu et al., 2013; Zverunadski et al., 2018). Additionally, mutants of different DNA methylation, RdDM and small RNA pathways regulate immunity to bacterial and fungal infection (Agorio & Vera, 2007; Lopez et al., 2011; Down et al., 2012; Yu et al., 2013). Intriguingly, some biotic stresses can induce tolerance towards the pathogen in the subsequent generation (Boyko et al., 2007; De Vos & Jander, 2009; Boyko et al., 2010; Koda et al., 2010; Luna et al., 2012; Slaughter et al., 2012), a phenomenon that could be explained by changes in the methylation status of the DNA or chromatin rather than by spontaneous mutagenesis and reversion (Boyko & Kovalchuk, 2012; Luna & Ton, 2012; Annacondia & Martinez, 2019).

The relationship between pathogens and host plants involves an interaction between both genomes and leads to events of coevolution. An example of this interaction takes place between plants and insects. Both groups interact in different ways and have influenced each other during evolution (e.g. the appearance of phytophagous aphids in the 18th century). Plant and insect material is routinely used for studying the molecular mechanisms of plant-insect interactions (Scholthof et al., 2009) and are considered a threat to plant productivity. Herbivory insects represent ≥ 50% of the total insect species (Scholthof et al., 2005) and are considered a threat to plant productivity. They are among the stresses that induce parental transmission of acquired resistance to the next generation, pointing to a potential role of epigenetic regulation of plant defense (Rasmann et al., 2012). Nevertheless, how this epigenetic response is established during insect infestation is poorly characterized.

Here, we report that epigenetic control is an important part of the Arabidopsis thaliana defense response against the infection by the green peach aphid Myzus persicae. Our analysis of DNA methylation, mRNA and sRNA changes induced in plants exposed to aphid feeding shows that the response of the plant is characterized by a transcriptional reprogramming and methylation changes in TEs. These TEs are normally associated with repressive/heterochromatic marks and are dependent on the RdDM pathway for their silencing. Along with this, we find that upon infestation, certain differentially methylated regions (DMRs) are associated with infestation-responsive genes and TF binding sites. Finally, we find that mutant plants deficient in epigenetic silencing show increased resistance to M. persicae infestation. Together, our data uncover a novel role for plant epigenetic control in the induction of the transcriptional response to aphid feeding.

Materials and Methods

Plant and insect material

Arabidopsis thaliana (Columbia wild-type Col-0, ddx1-1, ddx, strped1a-4 and hyp-0) were grown in potting soil (Potsert Garden, Orebo, Sweden). At the four-leaf stage, seedlings were selected by uniformity and carefully reimplanted into plastic pots (9 x 9 x 7 cm) with one plant per pot at temperature 20–22°C and 70% relative humidity. Plants were grown under 16 h : 8 h, light : dark photoperiod. The light was provided by FQ, 80 W, Hoconstant lux (Osram, Munich, Germany) with a light intensity of 220 μmol photons m−2 s−1. Green peach aphid M. persicae (Sulzer) was reared in cultures on petri-dish-seeded plants Brassica napus L. under the same climate conditions as the test plants but in different climate chambers.

Aphid settling test

An aphid no-choice settling test (Ninkovic et al., 2002) was used to investigate aphid behavioral response to different Arabidopsis mutants. One randomly chosen leaf was placed inside a transparent polystyrene tube (diameter 1.5 cm, length 5 cm). The lower end of the tube was plugged with a plastic sponge through which the leaf entered via a slit. Ten wingless second- to fourth-instar larvae of M. persicae were placed inside the tube. The upper end of the tube was sealed with nylon net. A leaf of each treatment plant placed inside the tube represented a replicate. The number of aphids that settled on the leaf was recorded after 2 h, which is sufficient time for aphids to settle and reach the phloem (Prado & Tjallingii, 1997).

Tissue collection for sRNA, RNA and bisulfite sequencing

Five-week-old plants were infested with 40 wingless second- to fourth-instar larvae of M. persicae and covered with a net cage. After 72 h, all aphids were carefully removed using a brush and all the leaves from the Arabidopsis rosette (between eight and 10 leaves) were sampled into Falcon tubes and placed in liquid nitrogen for nucleic acid extraction. Four plants were pooled on each bioreplicate. Frozen plant tissue was stored at ~−70°C before being used for RNA and DNA extraction. The same tissue was used for sRNA, mRNA and genome-wide bisulfite sequencing.

DNA and RNA extraction

Total RNA was extracted using TRIzol reagent (Life Technologies) following the manufacturer’s instructions. mRNA for RNA sequencing was obtained by purification with the NEB mRNA isolation kit (New England Biolabs, Ipswich, MA, USA). RNA for sRNA library preparation was enriched with the mirVana...
miRNA isolation kit (Life Technologies). Genomic DNA was extracted using the DNeasy Plant Mini Kit (Qiagen).

Small RNA sequencing and analysis
Small RNA libraries were produced using the TruSeq Small RNA Sample Preparation Kit (Illumina Inc., San Diego, CA, USA). Each library was barcoded and sequenced in one lane of an Illumina HiSeq 2000. RNA libraries were produced using the NEBNext Ultra II Directional RNA Library Prep Kit for Illumina (New England BioLabs). Each library was barcoded and sequenced in one lane of an Illumina HiSeq 2500. The resulting sequences were de-multiplexed, adapter trimmed, and filtered on length and quality. Three bioinformatics were sequenced for small RNA analysis. sRNAs were matched to the Arabidopsis genome. Library size was normalized by calculating reads per million of 18–28 nt genome-matched sRNAs. sRNA alignments were performed using Bowtie (Langmead et al., 2009) with the parameters -t -v 2, which allow two mismatches to the alignments. For gene expression analysis, two bioinformatics from each treatment were sequenced. RNA-sequencing paired reads were aligned to the Arabidopsis TAIR10 genome using Bowtie2 (Langmead & Salzberg, 2012) with default parameters. HTSeq-counts (Anders et al., 2014) was used to count reads per gene with the parameters --mode union --strand no --minmax 0 and --nonunique none. For TE expression analysis, RNA sequencing paired reads were aligned to the Arabidopsis TAIR10 genome using STAR (Dobin et al., 2013), allowing mapping to at most 100 best matching loci with the following parameters, --nmatch Multimap,--outSAMmultNmax -1 --outFilterMultimapNmax 100, used previously for TE analysis (Warman et al., 2020). HTSeq-counts was used to count reads per TE with the parameters --mode union --strand no --minmax 0 and --nonunique all. Count tables obtained were used in DESeq2 (Love et al., 2014) to infer significant expression with fit type set to parametric. Volcano plots were created using ggplot2 (Wickham, 2009). All these tools were used through the Galaxy platform (Afgan et al., 2018).

RT-qPCR
For quantitative reverse transcription polymerase chain reaction (RT-qPCR) analysis, total RNA was DNase-treated and reverse-transcribed using the ReverTra Ace RT Reverse Transcription Kit (Takara Bio, Shiga, Japan). qPCR was performed with 5× HOT FIREPol EvaGreen qPCR Mix Plus (Solis Biodynt, Tartu, Estonia) using three technical replicates from three biological replicates each. qPCR was performed on a CFX Connect Real-Time Detection System and the results analyzed on the CFX Manager software package (BioRad, Hercules, CA, USA). The relative expression values for all experiments were calculated based on the expression of the control housekeeping gene AT4G05320 (UBQ10) for normalization. The relative amount of each transcript was calculated using the 2^(-ΔΔCt) method, where 2^(-ΔΔCt) = (Ct各样本-Ct内参) (Ct实验-A- Ct内参-A), which represents PCR efficiency. Statistical significance was calculated using unpaired t-tests. RT-qPCR primers are shown in Supporting Information Table S1.

DMR identification
The DMR analysis was carried on with the R package DifferCall (Ciasni et al., 2018), biological replicates from control and infected samples were pooled and compared between treatments. In order to compare both pools, the genome was divided in equal bins of 50 bp size. The DMRs were then computed by performing Fisher’s exact test between the number of methylated reads and the total number of reads in both conditions for each bin. The obtained P-values were then adjusted for multiple testing using Benjamini and Hochberg’s (Benjamini & Hochberg, 1995) method to control the false discovery. Bins with fewer than three cytosines in the specified context or with < 0.25 difference in methylation proportion between the two conditions or an average number of reads lower than 8 were discarded. Finally, bins that were at < 300 bp were joined.

Microarray analysis
Microarray analysis was performed for the datasets indicated in Table S2 and retrieved from the NCBI Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/). The expression values were normalized by quantifying the ratio of the mean value for each treatment to the mean value of its respective control. A heat map for the analysis of microarray data was produced using Heatmapper (Bahbaki et al., 2016).

Transcription factor binding site prediction
Transcription factor binding site prediction was performed using the plant transcription factor database (http://plantpfbs.chi.pku.edu.cn/). The prediction tool was used against the nucleotide sequences of the CHH DMRs indicated.
Gene ontology (GO) term analysis

Gene ontology term analysis was carried out using the GO annotation search, functional categorization and downoad tool from the TAIR website (www.arabidopsis.org). In the different analysis, the whole genome categorization was compared to the categorization for the specific group of genes selected for the analysis. Bubble graphs were produced in Microsoft Excel. A biomasps graph was obtained using VirtualPlant 1.3 (http://virtualplant.bio.nyu.edu/cgi-bin/vpweb/).

Results

Analysis of TE activation under different stresses identifies *M. persicae* as a potential inducer of epigenetic changes

To identify stresses that alter the epigenetic regulation in *A. thaliana*, we performed an analysis of TE expression from ATH1 microarray datasets, which have been widely used by the community. The ATH1 microarray contains 1155 TE probes used to track changes in transcript abundance influenced by epigenetic reprogramming (Slotkin et al., 2009). We investigated TE expression under different stresses, including abiotic (heavy metal presence, exposure to heat, cold, space-flight or UV light among others) and biotic (viral, oomycete, bacterial and insect infection/infestation) (Fig. 1a; Table S2). We found that, in general, these stresses can induce a modest reactivation of TEs, although this response is dependent on the specific stress (Fig. 1a,b). Biotic stress seemed to activate the specific stress (Fig. 1a,b). This analysis identified that among the TE expression more consistently than the abiotic stresses analysis, the whole genome categorization was compared to the categorization for the specific group of genes selected for the analysis. Bubble graphs were produced in Microsoft Excel. A biomasps graph was obtained using VirtualPlant 1.3 (http://virtualplant.bio.nyu.edu/cgi-bin/vpweb/).

Aphid infestation induces transcriptional activation of TEs

Our previous analysis of ATH1 public datasets indicated a potential reactivation of TEs during aphid infestation. However, the TE probes on the ATH1 array do not represent the genomic distribution of TEs, and favor Helitron elements that resemble genes. Accordingly, we explored TE transcriptional and post-transcriptional regulation by performing RNA and sRNA sequencing, which target (respectively) mRNAs and sRNAs derived from Pol II and Pol IV activity (Fig. 3). Principal component analysis of TE expression in mRNA libraries generated from control and infested tissue demonstrated that biological replicates clustered together (Fig. S2a). Our differential expression analysis identified 267 genes that were significantly differentially expressed (adjusted $P < 0.05$), with almost all of these being upregulated (265 genes; Fig. 2a; Table S4). Differentially expressed genes contained a significant overrepresentation of mobile mRNAs (24–34% of differentially expressed genes; two-tailed $P < 0.001$ calculated with a $\chi^2$ test with Yates correction) (Thieme et al., 2015) (Fig. S2c). As expected, the analysis of the GO categories for significantly upregulated genes indicated that these genes were associated with the response to stress or environmental stimuli (Figs 2b,c, S2B).

Transcriptional response to aphid feeding in Arabidopsis is characterized by transcription factor activity

The extent of TE reactivation observed in our previous analysis could be biased by the presence of TE probes on the ATH1 microarray. To monitor the transcriptional changes under aphid infestation, we repeated the experiment described in De Vos et al. (2009) (*Arabidopsis* plants infected with *M. persicae* for 72 h, for details see the Materials and Methods section) and prepared and sequenced high-throughput mRNA libraries (Table S3). First, we focused on understanding the genic transcriptional changes taking place in our libraries. Principal component analysis of gene expression in mRNA libraries generated from control and infested tissue demonstrated that biological replicates clustered together (Fig. S2a). Our differential expression analysis identified 267 genes that were significantly differentially expressed (adjusted $P < 0.05$), with almost all of these being upregulated (265 genes; Fig. 2a; Table S4). Differentially expressed genes contained a significant overrepresentation of mobile mRNAs (24–34% of differentially expressed genes; two-tailed $P < 0.001$ calculated with a $\chi^2$ test with Yates correction) (Thieme et al., 2015) (Fig. S2c). As expected, the analysis of the GO categories for significantly upregulated genes indicated that these genes were associated with the response to stress or environmental stimuli (Figs 2b,c, S2B).

To further analyze the molecular functions of these stress-responsive genes by checking the GO term enrichment according to molecular function (Fig. 2d). This revealed an overrepresentation of DNA-binding/transcription factor categories (GO terms ‘nucleic acid binding’, ‘DNA-binding transcription factor activity’ and ‘DNA binding’ were significantly enriched with $P < 0.000 01$, calculated with Fisher’s exact test; Fig. 2d), indicating that these transcriptional regulators are an important part of the response to aphid feeding. Several well-studied TFs showed a strong upregulation (higher than 1.5 log-fold-change) including members of the WRKY and ERF families (Fig. 2e), which have previously been associated with the response to aphid feeding (Cas et al., 2010). Furthermore, we identified the overexpression of a single component of the epigenetic regulatory pathways that was overexpressed under aphid attack, *HIKESHI-LIKE PROTEINS* (HLP1, significantly overexpressed), a promoter-binding protein that promotes chromatin acetylation (Sharma et al., 2019) (Fig. 2f). In summary, the transcriptional response against aphids showed an overrepresentation of TF activity.

Aphid infestation induces transcriptional activation of TEs

Our previous analysis of ATH1 public datasets indicated a potential reactivation of TEs during aphid infestation. However, the TE probes on the ATH1 array do not represent the genomic distribution of TEs, and favor Helitron elements that resemble genes. Accordingly, we explored TE transcriptional and post-transcriptional regulation by performing RNA and sRNA sequencing, which target (respectively) mRNAs and sRNAs derived from Pol II and Pol IV activity (Fig. 3). Principal component analysis of TE expression in mRNA libraries generated from control and infested tissue demonstrated that biological replicates
clustered together (Fig. S3a). Analysis of RNA sequencing indicated that 71 TEs suffered a transcriptional reactivation upon aphid infestation (Fig. 3a; Table S5). Reactivated TEs included several members of the ATDNA12T3 family, which cluster in the centromeric regions of chromosomes 3, 4 and 5 and other TEs known to be reactivated under other stresses like ATCOPIA78/ONSEN (Fig. 3a). The DNA TE superfamily (to which ATDNA12T3 TEs belong) was indeed significantly overrepresented in the reactivated TEs population (Fisher's exact test, \( P < 0.00001 \); Fig. 3b).

Next, the analysis of our sRNA sequencing revealed dramatic differences taking place almost exclusively at 24 nt TE-derived sRNAs (Figs 3c,d, S3b–i). Principal component analysis of sRNA libraries generated from control and infested tissue demonstrated that biological replicates clustered together (Fig. S3b). Loss of 24 nt sRNAs was significant at both total sRNAs and TE-derived sRNA populations (\( P \)-value calculated trough a unpaired \( t \)-test; Fig. 3c,d). This loss of 24 nt sRNAs was slightly more pronounced in long transposons of almost all TE families (Figs 3e, S3c). Long retrotransposons are located in centromeric and peri-centromeric regions, which are the genomic habitats of Gypsy and Copia/LINE elements, respectively (Underwood et al., 2017). The subgroup of RNA sequencing-identified reactivated TEs also experienced changes at the sRNA level with significant increased levels of 21 nt sRNAs and significant loss of 24 nt sRNAs (Fig. 3f). Indeed, 21 nt sRNAs showed a significant increase of their accumulation levels between control and \( M. \) persicae sRNA libraries (\( P \)-value calculated trough a paired \( t \)-test; Fig. 3g), which are dependent on Pol II and, subsequently, their overaccumulation is a common signature of TE transcriptional reactivation in Arabidopsis epigenetic mutants like \( ddm1 \) or \( met1 \) (McCue et al., 2012). In summary, our RNA- and sRNA-sequencing data indicated that during aphid infestation plants reduced the activity of the RdDM pathway, leading to the transcriptional reactivation of centromeric TEs.

Differential methylation of the Arabidopsis genome upon aphid infestation

The transcriptional changes observed and the loss of TE-derived 24 nt sRNAs lead us to analyze the levels of DNA methylation. Genomic DNA was isolated, treated with sodium bisulfite and
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Fig. 1 Aphid infestation induces transposable element (TE) reactivation. (a) Analysis of Arabidopsis TE expression in the ATH1 microarray under several stresses. Heat map of the expression values of the indicated treatment relative to its respective control. In experiments with several bioreplicates, the mean values between bioreplicates were used. (b) Number of TEs reactivated in the analyzed stresses grouped by fold categories. (c) Percentage of reactivated TEs belonging to different categories in the ATH1 microarray.
sequenced at 26.4 times average coverage (Table S3; mean conversion rate based on the cytosine methylation levels in the chloroplast genome for the four samples was 99.76%; Fig. S4e). The data were plotted as a heat map on all five chromosomes comparing the control and aphid-infested samples (Fig. 4a).

These data revealed a strong enrichment of DNA methylation in the pericentromeric heterochromatin, as expected from somatic tissues. A global analysis of the methylation level at genes and

![Gene expression (aphid vs control)](attachment://Gene_expression_aphid_vs_control.png)

**Fig. 2** Aphid feeding-induced changes in gene expression. (a) Volcano plot depicting Arabidopsis gene expression in the comparison between aphid-infested and control samples. Red dots indicate genes with significant upregulation. (b) Bubble graph depicting the gene ontology (GO) term overrepresentation test for upregulated genes grouped by biological function. Bubbles in blue show GO categories upregulated two-fold or more. (c) Biomaps of upregulated genes. The colors indicate the statistical significance of the overrepresentation as indicated in the legend. (d) Bubble graph depicting the GO term overrepresentation test for upregulated genes grouped by molecular function. Bubbles in blue show GO categories upregulated two-fold or more. (e) Examples of different transcription factors showing significant upregulation during aphid infestation. (f) A single epigenetic component is upregulated upon aphid infestation. FC, fold-change.
TEs for each methylation context revealed that, overall, no dramatic differences existed between the control and aphid-infested samples in any of the profiles for each methylation context (Fig. 4b). This is expected, as aphids cause very subtle wounding as a result of their feeding strategy.

To identify specific regions in the genome harboring differential methylation upon aphid feeding, we determined DMRs (Catoni et al., 2018). This analysis revealed the presence of 2125 statistically significant DMRs for all the DNA methylation contexts and associated both with hypo- and hypermethylation (false discovery rate < 0.05; Figs S4a, 4e; Table S6). The CHG context had the greatest amount of DMRs (1123) followed by CG (691) and CHH (311). Furthermore, while CG DMRs were both present at genes and TEs, most of the CHG and CHH DMRs were associated with TEs (Fig. 4c). TEs located at DMRs were mostly the same TEs that lose 24 nt sRNAs (Fig. 4d). DMRs in the CG context have low CHG and CHH methylation values and the changes observed in these contexts during aphid feeding were not significant (Fig. 4e), pointing to their association with gene body methylation (Fig. 4c). On the other hand, DMRs in the CHG and CHH contexts are highly dynamic and experienced significant changes in different methylation contexts (especially in the CHG and CHH contexts) in the regions that experienced hypo- and hypermethylation (false discovery rate < 0.05; Figs S4a, 4e; Table S6). CHG context had the greatest amount of DMRs (1123) followed by CG (691) and CHH (311). Furthermore, while CG DMRs were both present at genes and TEs, most of the CHG and CHH DMRs were associated with TEs (Fig. 4c). TEs located at DMRs were mostly the same TEs that lose 24 nt sRNAs (Fig. 4d). DMRs in the CG context have low CHG and CHH methylation values and the changes observed in these contexts during aphid feeding were not significant (Fig. 4e), pointing to their association with gene body methylation (Fig. 4c). On the other hand, DMRs in the CHG and CHH contexts are highly dynamic and experienced significant changes in different methylation contexts (especially in the CHG and CHH contexts) in the regions that experienced hypo- and hypermethylation (false discovery rate < 0.05; Figs S4a, 4e; Table S6).

The relative low number of DMRs identified and the lack of overall changes in the global profiles of DNA methylation indicated that methylation changes could take place only in specific regions. To test if DMRs were associated with particular histone marks, we retrieved public datasets of different histone modification coverage in Arabidopsis somatic tissues (Luo et al., 2013) and checked the enrichment of those histone marks in our identified DMRs. Hypomethylated DMRs in the CHH context showed enrichment in the repressive mark H3K27me2 (Du et al., 2015), which might indicate that a strong reorganization of heterochromatin takes place in these regions upon aphid feeding.
Transcriptional changes associated with differentially methylated regions (DMRs). (a) Bubble graph depicting the gene ontology (GO) term overrepresentation test for upregulated Arabidopsis genes grouped by molecular (left panel) or biological function (right panel). Bubbles in blue show GO categories enriched two-fold or more. Statistically significant categories (\( P < 0.05 \)) determined by Fisher's exact test are indicated with an asterisk. (b) Examples of upregulated genes associated with DMRs and confirmed by RT-qPCR. The localization of statistically significant DMRs is highlighted in yellow. (c) Venn diagram depicting overlap between differentially and significantly expressed genes in polv (nrpe1), aphid, and DMR-associated genes in aphid-infested samples demonstrated by RT-qPCR. (d) Expression of DMR-associated differentially expressed genes in polv (nrpe1), aphid, and aphid-infested samples. Only values with significant difference in expression (\( P < 0.05 \)) in RNA-sequencing data are shown. Genes highlighted in bold were confirmed as significantly overexpressed in aphid samples through RT-qPCR. FC, fold-change.

Stress-induced changes in methylation are associated with expression changes in defense-associated genes

Changes in TE methylation can influence the expression of neighboring genes (Wang et al., 2013). To test if the identified DMRs could influence gene expression during aphid feeding, we obtained the list of neighbor genes within a 4 kb window (2 kb histone marks. Furthermore, hypomethylated CHH DMRs showed an enrichment in Rho elements and significant depletion of Gypsy elements (two-tailed \( P < 0.05 \)) calculated by a Fisher exact test compared with presence of those elements against the whole genome; Fig. 4g). Therefore, upon aphid feeding, very localized methylation changes take place, mainly associated with epigenetic labile TE regions.

Changes in TE methylation can influence the expression of neighboring genes (Wang et al., 2013). To test if the identified DMRs could influence gene expression during aphid feeding, we obtained the list of neighbor genes within a 4 kb window (2 kb histone marks. Furthermore, hypomethylated CHH DMRs showed an enrichment in Rho elements and significant depletion of Gypsy elements (two-tailed \( P < 0.05 \)) calculated by a Fisher exact test compared with presence of those elements against the whole genome; Fig. 4g). Therefore, upon aphid feeding, very localized methylation changes take place, mainly associated with epigenetic labile TE regions.
upstream and downstream) for each DMR. This strategy identified 1010 genes associated with hypermethylated DMRs and 661 genes associated with hypomethylated DMRs (Table S7). As hypomethylation is expected to affect gene expression we focused our analysis on this category. Genes located in the proximities of hypomethylated DMRs were associated with oxygen binding.
transcription regulator activity, nuclease and motor activity, and fruit ripening and cell death when associated by biological function (>1.5-fold upregulation; Fig. S5a,b; see later). When the GO categories were restrained to genes that showed a significant change of expression (P<0.05, 16 genes), we obtained an enrichment of genes with protein-binding activity functions when grouped by molecular function (fruit ripening, cell death, polli- nation) or two-fold upregulation (P=0.007 calculated with Fisher’s exact test), and response to endogenous, chemical, exter- nal and biotic stimulus when grouped by biological function (>two-fold upregulation categories with significant enrichment; P<0.05 values are indicated in the figure with an asterisk; Fig. 5a). We further confirmed the significant change in expres- sion of nine of those 16 genes by RT-qPCR (Fig. 5b).

We identified several significantly overexpressed genes (P<0.05) located in the proximity of CHH hypomethylated DMRs that were related to plant defense (Figs 5c–e, S5; Table S8). These genes included AGO4 Ci, a PP2C-type phosphatase that modulates innate immunity (Schwartzhoffer et al., 2007); AUS, a 1-aminocyclopropane-1-carboxylic acid synthase that is a rate-limiting enzyme that catalyzes the committing step of ethylene biosynthesis (Joo et al., 2008); STP122, a Qa-SNARE protein that drives vesicle fusion and is important for cell growth and expansion and pathogen defense (Waghmare et al., 2018); GER5, a stress-responsive glucosyltransferase, rab-like GTPase activator and myotubulin domain protein involved in ABA- mediated stress responses (Baron et al., 2014); and the ethylene response factor EFGR22, which belongs to the IIA subgroup of the ERF subfamily which is associated with the response to stress (Nakano et al., 2006).

Next, to explore the potential epigenetic regulation of these genes, we analyzed their expression in epigenetic mutants (not exposed to aphid feeding). We used RNA-sequencing public datasets from Pol V and AGO4 mutants (Zhu et al., 2013; Bowers et al., 2017). Pol V and AGO4 are components of the RdDM pathway that produces sRNAs to target genomic regions and introduce DNA methylation (Matzke & Mosher, 2014). Pol V produces long noncoding transcripts that guide Pol IV-derived TEs and reduction of sRNAs in centromeric and pericentromeric regions (Waghmare et al., 2013; Rowan et al., 2014); and the ethylene response factor ARGONAUTE 4 (ago4), which belongs to the IIA subgroup of the ERF subfamily which is associated with the response to stress (Matzke & Mosher, 2014).

Finally, we tested whether different Arabidopsis mutants defective in epigenetic regulation were resistant to aphid infestation. For this, we analyzed aphid no-choice settling where 10 aphids were transferred to a random caged leaf (Fig. 6a). We performed this test in different mutants, including the histone remodeller DDM1, the triple mutant defective in maintenance of nonCG methylation dac (ddm1 ddm2 vonb), the main subunit of the principal factor of the RdDM pathway RNA Pol IV (sep2), the main subunit of the other principal factor of the RdDM pathway RNA Pol V (sep3), the main ARGONAUTE protein introduc- ing methylation in the DNA through the canonical RdDM path- way ARGONAUTE 4 (ago4), and the H3K9me2 methyltransferase KYP (Fig. 6b). All these mutants are known to affect DNA methylation/histone modifications genome-wide and a preliminary analysis of CHH methylation changes in our identi- fied DMRs indicated that, indeed, all of them affect CHH methylation levels in CHH DMRs and in DMRs associated with differentially expressed genes (Fig. S7c). Our aphid-settling analysis indicated that, from these components, mutations in sep3 (the largest subunit of Pol IV) and kyp show a reduced number of aphids settled, although only kyp had a significant decrease (Fig. 6b). Interestingly, we observed the natural overex- pression of aphid-resistance genes in kyp (Fig. 6c). Furthermore, this resistance is not connected to the leaf phenotype for each of the mutants analyzed here (Fig. S7a).

This indicated that, first, heterochromatin maintenance (regu- lated by DDM1) and maintenance of nonCG methylation (ddc) were not fundamental to elicit a defense response against aphid infestation. Second, our result indicated that the roles of KYP in the regulation of H3K9me2 and CHG methylation (Jackson et al., 2002) and its uncharacterized role in the maintenance of CHH methylation (Stroud et al., 2013) were an important part of the defense response against aphid infestation. This result cor- relates with our observed increase in transcription of centromeric TEs and reduction of sRNAs in centromeric and pericentromeric regions (rich in H3K9me2), and the observed changes in CHH and CHG methylation (likely associated with H3K9me2). KYP has been previously associated with the regulation of the defense against geminiviruses (Raja et al., 2008; Castillo-Gonzalez et al., 2015; Sun et al., 2015) and the maintenance of β-aminobutyric
acid (BABA)-induced priming of the salicylic acid (SA)-dependent defense response (Luna et al., 2014). In summary, our proof-of-concept analysis indicates that mutants in different layers of epigenetic regulation do indeed show enhanced resistance against aphid settlement.

Discussion

Organisms monitor environmental conditions and adapt their development according to them. Plants have developed elegant mechanisms of gene regulation adapted to their sessile nature. One such mechanism is epigenetic regulation, which could maintain modified transcriptional states through cell division and be reversible once the trigger condition disappears. Although it has been widely proposed that epigenetic regulation is an important part of the stress response, we lack a comprehensive knowledge of the genomic loci that are susceptible to those epigenetic changes and their variability between stresses. Here, we demonstrated that aphid feeding induced changes in the epigenetic regulation of the plant genome and that these changes correlated with the transcriptional response. Our data suggest that these epigenetic changes were taking place mainly in TEs. We hypothesize that these changes could be important for recruiting TFs that in turn affect the expression of a specific set of defense genes. This will explain why, despite having a relatively high number of DMRs (Fig. 4), only a very small subset enriched in specific TF-binding motifs was associated with transcriptional changes (Figs 5, S5, S6). An alternative hypothesis to this is that DNA methylation...
changes took place downstream of TF binding, a situation that has been described in human dendritic cells (Paix et al., 2019).

Nevertheless, the presence in our analysis of a high number of DMRs without effects at the transcriptional level argues against this hypothesis. As our analysis focused only on a single data point, it is also plausible that the low correlation between the transcriptional and DNA methylation changes could be a result of a temporal separation between both events, as previously described under phosphate starvation in rice (Seco et al., 2015).

Despite their subtle wounding strategy, aphid feeding activates hormonal signals that triggers the reprogramming of the plant transcriptome (Moran et al., 2002; De Vos et al., 2005; Coulthidge et al., 2007; Kunziersky et al., 2007; Gao et al., 2010). In our study, the transcriptional changes identified by RNA sequencing showed enrichment in genes associated with TF-related activities (Fig. 2). These TFs include AR2/ERF and WRKY TFs, which have previously been associated with the transcriptional response against aphid infestation (Foyer et al., 2015; Kloth et al., 2016). Our analysis of the transcriptional and post-transcriptional regulation of TEs during aphid infestation indicated that TEs were reactivated during aphid feeding, although to a lesser extent than expected from our initial study of similar experiments analyzed with the ATH1 microarray data (Fig. 3). One of the reasons for this divergence in the number of reactivated TEs between both analyses could be a result of the nature of the RNA used in the two experiments, that is, total RNA in De Vos et al. (2005) against purified mRNA in our study. This aphid-reactivated TE group included the reactivation of the Copia retrotransposon ONSEN, which is known to activate and transpose in Arabidopsis plants exposed to different stresses (Carrick et al., 2014; Matsunaga et al., 2015; Ito et al., 2016). We further detected that TEs experienced a decrease in the activity of the RdDM pathway translated in a loss of 24 nt sRNAs, which led to their transcriptional reactivation. Several of these TEs have a centromeric localization, which correlated with the transposon families losing the majority of 24 nt sRNAs. Furthermore, reactivated TEs accumulated higher levels of 21 and 22 nt sRNAs, which is a signature of TE transcriptional reactivation in epigenetic mutants like mort1 or dmd1 (McCutcheon et al., 2012).

The changes of TE activity at the transcriptional level prompted us to profile the genome-wide methylation changes under aphid infestation (Fig. 4). Our genome-wide analysis of DNA methylation changes induced by aphid feeding showed that methylation changes happened primarily at genes (in the CG context) and TEs (in the CHG and CHH contexts). CHH hypomethylated DMRs took place only at epigenetically labile regions characterized by low levels of the repressive histone marks H3K27me3 and H3K09me2 and high levels of the transcriptionally permissive mark H3K18ac. As expected, CHH hypomethylated DMRs were predominately depleted of Gypsy TEs, which are long centromeric elements with relative low influence on gene expression (Lermontova et al., 2015). An analysis of the presence of genes in a 4 kb window for CHH hypomethylated DMRs showed the potential transcriptional changes associated with these DMRs. Between differentially expressed genes associated with DMRs, we found several genes related to the defense response at different levels, such as AP2C1 (Schweighofer et al., 2007), ACS6 (Ioo et al., 2008), SYF22/ (Waghmare et al., 2018), GERM (Baron et al., 2014) and the ethylene response factor ERF622 (Nakano et al., 2006) (Figs. 5, 5f). A percentage (33.3%) of the differentially expressed genes associated with DMRs were also differentially expressed in nep1 and/or ago4 mutants, indicating an influence of the RdDM pathway in the regulation of this response (exemplified by SYF22 in the data showed in Fig. 5f). Together with this observation, we found that DMRs associated with differentially expressed genes showed an enrichment in binding motifs for certain families of TFs, including the AP2-ERF/B3, which has seven members significantly upregulated upon aphid infestation (Fig. 5d). These TFs showed a modest upregulation in the nep1 mutant and none in an ago4 mutant, which could be one of the reasons why the transcriptional response differed between aphid-infested samples and RdDM mutants. While aphid feeding induced the expression of several TFs, RdDM mutants lack the presence of aphid-induced TFs that would stimulate the defense transcriptional response. As a proof-of-concept, we tested whether Arabidopsis mutants defective in DNA and histone methylation had a differential susceptibility to aphid infestation (Fig. 6). Our analysis indicated that mutations in Pol IV and KYP showed increased resistance to aphid settling, confirming the importance of epigenetic regulation in the response against aphids. In Arabidopsis, defense genes are located in pericentromeric regions which are densely populated by TEs (Meyers et al., 2005). KYP and Pol IV have a known role in the repression of TEs, so we speculate that their lack of function can also facilitate the transcription of genes located in the proximities of TEs. Our data also indicate that kyp has a natural reactivation of some of the aphid-responsive genes. In kyp and nep1 mutants, the enhanced activation of defense genes (via transcription or binding of TFs) will explain the increased defense against aphid feeding. Indeed, most of the differentially expressed genes with a proximal CHH DMR identified in our analysis had a TE in the proximities of their regulatory regions (Fig. 5). We hypothesize that kyp might show increased resistance compared with other mutants as a result of its reduced methylation level genome-wide, but also as a result of its reduced level of the repressive histone mark H3K9me2. Chromatin marks are known to modulate transcription through influence over TF binding sites (Wu et al., 2019). In kyp the low levels of H3K09me2 might allow for a more favorable environment for aphid-responsive TF binding.

It is tempting to speculate that together with the downregulation of the epigenetic silencing at DMRs, the observed overexpression of mobile mRNAs and decrease of 24nt sRNAs would trigger transcriptional or post-transcriptional changes on gene expression at distal tissues, other than leaves, including the precursors of the reproductive structures. Some herbivore insects, like Pieris rapae, are known to trigger a defense phenotype in the next generation (Rasmann et al., 2012). TE silencing is reinforced in the shoot apical meristem (SAM) by the RdDM pathway, which leads to the correct transmission of the right epigenetic states for TEs during vegetative growth (Baubec et al., 2014). A potential lack of mobile 24 nt (Molnar et al., 2010) or
In summary, the evidence presented in our work indicates that changes in epigenetic control were associated with the defense response against aphid infestation in *A. thaliana*. Intriguingly, this response is more complex than previously thought and may involve the interplay between epigenetic and transcriptional regulation. Our work exemplifies the importance of epigenetic regulation in the stress response and the epigenetic plasticity of plant genomes subjected to stress.
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Fig. S1 Expression of TEs represented in the ATH1 microarray in *Myzus persicae*-infested samples. Expression change (log2 fold change) of TEs belonging to different categories in the *Myzus persicae* ATH1 datasets at 48 and 72 hrs pi. Whiskers extend to the maximum and minimum values. *p*-values were calculated using an unpaired t-test.
Fig. S2 Analysis of differential gene expression in mRNA sequencing libraries. A. Principal component analysis illustrating the relationships of the mRNA-seq libraries generated from control and aphid-infested tissues based on gene levels. B. Complete biomaps of upregulated genes. C. Venn diagram showing the overlap between the whole mobile mRNAs identified in Arabidopsis and the differentially expressed genes during aphid infestation.
Fig. S3 Analysis of differential TE expression in mRNA sequencing libraries and global characterization of sRNA sequencing libraries. A. Principal component analysis illustrating the relationships of the mRNA-seq libraries generated from control and aphid-infestated tissues based on TE levels. B. Principal component analysis illustrating the relationships of the sRNA-seq libraries generated from control and aphid-infestated tissues based on genome-wide bins. C. Relative accumulation of 21, 22 and 24 nt sRNAs in aphid infested samples (Mper) relative to control (C) for various TE families. Accumulation values in the control sample were set to one. D-I. Global sRNAs profiles of control and stressed samples mapping to intergenic regions (D), coding sequences (E), miRNAs (F), tasiRNAs (G), exons (H) and introns (I). Error bars indicate standard deviation of 3 bioreplicates.
Fig. S4 Characterization of DMR regions and genome-wide bisulfite DNA libraries. **A.** Number of hypomethylated (blue) and hypermethylated (red) DMRs present in aphid infested samples for the different DNA methylation contexts. **B-D.** Histone mark enrichment relative to H3 for hypermethylated and hypomethylated DMRs in the CG (B), CHG (C) and CHH (D) contexts. P-values were calculated using an unpaired t-test. Whiskers extend to minimum and maximum values. **E.** Coverage and methylation percentage of cytosines in the chloroplast genome for each bioreplicate analyzed in control and aphid-infested samples.
Fig. S5 Examples of genes associated with DMRs. A-E. Examples of upregulated genes associated with CHH DMRs confirmed by RT-qPCR. The localization of statistically significant DMRs is highlighted in yellow.
significant differentially expressed genes is shown.
infestation in harboring a differentially expressed gene vs all CHH DMRs.
fold enrichment of transcription factor binding sites at CHH DMRs grouped by molecular (Fig).
Figure S6. Characterization of differentially expressed genes and TFs associated with DMRs. A-B. Bubble graph depicting the GO term overrepresentation test for all genes associated with DMRs grouped by molecular (A) or biological (B) function. Bubbles in blue show GO categories enriched 1.5 fold or more. C. Fold enrichment of transcription factor binding sites at CHH DMRs harboring a differentially expressed gene vs all CHH DMRs. D. Examples of different ERF/AP2 transcription factors belonging to the B3 subfamily showing upregulation during aphid infestation in nrpde1, ago4 and aphid infested RNA sequencing libraries. Only values of significant differentially expressed genes is shown. E. B3, AP2 and ERF binding sites located at CHH DMRs associated with differentially expressed genes.
Fig. S7 Phenotypic and epigenetic characterization of mutants analyzed in the aphid settling test. A. Representative pictures showing the leaf phenotype of the mutants used in the aphid settling test. B.-C. DNA methylation values for all DMRs (B) and DMRs in the proximities of genes with significant change of expression (C). P-values were calculated using a paired t-test.

Whiskers extend to 5th and 95th percentile. Asterisks indicate the different levels of significance between the comparisons (*<0.05, **<0.01, ***<0.001).
The development and survival of plants rely on their ability to adapt to environmental changes and stressful scenarios. Therefore, plants have developed an incredible genome plasticity that allows them to quickly reprogram their transcription to adapt to new conditions. In this study, we characterize the genome-wide changes on sRNAs, DNA methylation and repressive histone marks during two important biotic stresses, aphid infestation and CMV infection. Moreover, we analyze their interplay with gene expression and their impact on the regulation of the defense response. This doctoral thesis provides a better understanding of the role of epigenetic regulation and the RNA silencing during biotic stress in *Arabidopsis thaliana*.
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