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Abstract 
In a simple theoretical set-up, the “regulator” is only interested in the social cost of 
carbon, but in a second best world when carbon pricing may be problematic in some 
sectors (such as international travel) the effects of alternative instruments will 
depend on the income and price elasticities of the demand for the good, tax effects, 
potential behavioral effects, and other determinants of demand. Understanding how 
these factors affect travel demand is therefore of great interest for policy. This thesis 
consists of three papers that estimate and evaluate the effects of income, taxes, prices 
and leisure time on the demand for international travel, as well as discuss the policy 
implications of the estimated results. In Paper I, heterogeneous household level 
income elasticities of international travel from Sweden are estimated. It is shown 
that increases in income have a large effect on the demand for international travel, 
and that this is particularly driven by the households who consume relatively little 
of the good. In Paper II, the effects of the recent Swedish aviation tax on the demand 
and price of international air travel from Sweden are estimated. The effects of the 
tax on the demand for international air travel are large, but no significant price effects 
can be found at a price index level. Using web-scraped route level price data, a price 
elasticity is also estimated, and it is shown that the demand effects from the tax are 
much larger than can be explained by pure price effects from the tax, even when it 
is assumed that the tax has a full pass-over on the prices of air travel. This indicates 
behavioral effects of the tax. In Paper III, the effects of increases in leisure time on 
the demand for leisure travel, and the importance of starting levels of leisure time, 
are analyzed both theoretically and empirically. It is shown that increases in leisure 
time have a positive effect on travel demand when the starting amount of leisure that 
the individual has is low, but that the effects decrease as the starting amount of 
leisure time increases.    

 

Keywords: travel demand, air travel, income elasticity, price elasticity, tax effects, 
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Battling the emissions of greenhouse gases is one of the main global 
challenges that our generation are faced with. This thesis focuses on the 
demand side of a particularly emission intensive good: international travel. 
The main culprit in terms of carbon emissions from international travel is 
that it is made predominantly by air. As a sector, air travel still accounts for 
a relatively small share of greenhouse gas emissions. The share of total 
emissions from the sector, including the added effects of high altitude 
emissions, is estimated to be “only” 4-5 percent of global emissions. At an 
individual level however, air travel increases the individual emissions a lot. 
Kamb and Larsson (2019) show that one trip from Sweden to Phuket results 
in an individual emission of 3 tonnes of carbon dioxide equivalents. 
Considering that they estimate that the average Swede emits 10 tonnes of 
carbon dioxide equivalents, international air travel quickly results in a large 
share of individuals’ carbon foot prints. This together with the pre-pandemic 
trends are unsettling: it is clear that people love to travel and all else equal 
international travel, and its carbon emissions, are likely to continue to 
increase over the coming decades.  

Despite the evident failure to halt the emissions of greenhouse gases so 
far, it is not a new issue in the economic literature. More than a 100 years 
ago, Pigou (1920) introduced the concept of negative externalities of 
production, and how to correct the resulting market failures with a “simple” 
tax. A negative externality is a cost of production that affects other people 
than the producer or consumer of the good, but that is not paid for by the 
producer. The social cost from the emission of greenhouse gases due to 
production is precisely this: the producer pays for the inputs that results in 
the emissions, but does not pay for the cost that the emissions have on other 
people, through e.g. global warming, i.e. the negative externality. The social 

1. Introduction  
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marginal cost of the production is therefore larger than the marginal cost that 
the producer is faced with, since the cost of the emissions from the 
production is not paid for by the producer, and herein lies the market failure. 
Due to the fact that the cost of emissions is not included, the producer can 
sell the good at a lower price than it could have if it was. This leads to a 
higher demand for the good, and thereby a higher production, than is socially 
optimal. Pigou’s solution is to tax the producer with the marginal cost of the 
externality, and to thereby correct the market failure by forcing the producer 
to pay for the full costs of its production, including the social cost that is 
incurred on external parties.  

This so called Pigouvian tax has two desirable effects. In the short run, 
the price of the good increases, and due to this less of the good is consumed. 
Since the tax corrects the market failure, the socially optimal level of the 
good is now consumed and thereby a socially optimal level of emissions 
from the good also occur. In addition, the producer now has an incentive to 
emit less, since this will lower its cost of production due to lower taxes (as 
the tax is based on how much the producer emits) which would give it a 
competitive advantage in the industry. In the longer run, a Pigouvian tax on 
carbon emissions therefore also incentivizes the innovation of cleaner 
technologies. To achieve this latter effect, the tax must however be connected 
directly to the carbon that the producer emits. A tax on e.g. output in general 
does not give the producers the same incentives, as they would have to pay 
the same tax regardless of how clean their production is.  

While Pigou’s elegant solution has been critiqued by other theorists (see 
e.g. early critique by Coase, 1960), this type of tax is generally considered to 
be the gold standard when it comes to environmental policy to battle carbon 
emissions: a “first best” to strive for. In practice however, this gold standard 
is hard to reach due to a myriad of reasons. As a start, it is difficult quantify 
the social cost of emissions (see e.g. Baumol, 1972). Even if we had the 
political will and ability to implement an international tax on carbon 
emissions it is not clear what the price of carbon emissions would need to be 
to solve the issues of global warming. Another key point that needs to be 
achieved is international cooperation. In the case of air travel, a carbon tax 
on jet fuel would e.g. get us very close to the first best scenario, if it is 
implemented internationally. If only a few countries implement the tax, 
airlines could easily avoid it by refueling the planes in countries where the 
tax is not present and we would observe a “carbon leakage” (see e.g. Babiker, 
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2005). If this first best cannot be achieved, policy makers must resort to 
second best alternatives (see e.g. Cremer and Gahvari, 2001, and Cremer et 
al., 1998). One way to achieve this is to try to decrease the demand for air 
travel through other types of policy. How effective such policies are will 
however depend on how sensitive the demand for air travel is to changes in 
income, prices and taxes. In addition, other factors that might affect the 
demand of air travel must also be considered. One such factor could e.g. be 
the amount of leisure time that individuals have at their disposal.  

This thesis consists of three papers that estimate and evaluate the effects 
of these factors on the demand for international travel as well as discusses 
the policy implications of the estimated results. In Paper I, the income 
elasticity of international travel from Sweden is estimated. Using detailed, 
household level expenditure data heterogeneous income elasticities are 
estimated for consumers with different levels of relative demand. In Paper 
II, the Swedish aviation tax that was introduced in 2018 is evaluated. The 
effect on the demand and price of international air travel from Sweden is 
estimated. Using web-scraped route level price data a price elasticity is in 
addition estimated, and it is shown that the demand effects from the tax are 
much larger than can be explained by pure price effects from the tax. In Paper 
III, the effects of increases in leisure time on the demand for leisure travel 
are estimated. In particular, the importance of the starting amount of leisure 
time is considered, both theoretically and empirically, and it is shown that 
increases in leisure time has a positive effect on the demand for leisure travel 
if the initial level of leisure time is low.  

In the next section, the relevant literature on the effects of income, prices 
and taxes on the demand for travel, as well as the relevant literature on time 
in economics, is briefly reviewed. In section 3, the three appended papers of 
this thesis are summarized.  
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2.1 Income  
Income has been crowned as the most important determinant for travel 
demand (see e.g. Peng et al., 2015). In the empirical economic literature on 
the income effects on travel demand, the main focus is to estimate the income 
elasticity of demand, i.e. how much the demand changes, in percent, if 
income increases with one percent. How the elasticities are estimated in the 
literature is heavily shaped by what type of data that is available to the 
researchers.  

The total number of passengers in the market of interest has typically been 
used as the dependent variable and some form of aggregate or per capita 
income variable is used as the income variable, especially in the earliest 
literature. Estimations are typically made using basic linear regression. 
Examples include Mutti and Murai (1977) who use regional aggregate real 
income as their income variable, Straszheim (1978), Kopsch (2012) and 
Boonekamp et al. (2018) who use GDP, Battersby and Oczkowski (2001) 
who use industrial production, Alperovich and Machnes (1994) who use real 
wage per employee, Jorge-Calderón (1997), Dargay and Hanly (2001) and 
Chi and Baek (2012) who use per capita disposable income and Graham 
(2000) who uses aggregate total expenditure as the income variable. This 
type of elasticity estimation gives a rough understanding of how important 
income is for the demand of international travel, in the market that is being 
studied, and in general the estimated income elasticities are above 1. This 
indicates that international travel is a so called luxury good: if income 
increases with one percent, the demand for international travel increases by 
more than one percent. The range of the estimated income elasticities in these 

2. Relevant literature   
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studies are however huge: from negative elasticities in Anderson and Kraus 
(1981) to elasticities above 4 in Mutti and Murai (1977).  

In later years, a strand of literature where focus is put on the reasons for 
this heterogeneity in the estimated income elasticities have been formed. 
Income elasticities have been shown to vary depending on what type of 
destination that is considered (Peng et al., 2015), the time period that is being 
studied (Gunter and Smeral, 2016) and the relative income level in the source 
country (Waqas-Awan et al., 2020). Given that heterogeneity is observed at 
an aggregate level, it is reasonable to assume that there are differences in 
income elasticities also at an individual, or household, level. To explore this 
one does however need individual or household level data, something that is 
not as common in the literature. Most examples of estimations with this type 
of data is also made at a destination level, i.e. based on surveys made at 
certain destinations (see e.g. Marrocu et al., 2015). Due to the self-selection 
that happens when individuals choose where to go on vacation, these types 
of estimates are however likely not representative in a broader perspective, 
and as shown by Brida and Scuderi (2013) the income variables in many of 
these papers are also highly restricted as income categories usually are used 
for privacy reasons.  

There are however a few examples where income elasticities of travel 
demand are estimated using representative household data, which also allows 
for a heterogeneity analysis at a household level. The main source of 
heterogeneity that has been considered in the literature is based on 
differences in income. The income elasticity of the probability to participate, 
i.e. how the probability that an individual decides to travel changes when the 
income increases with one percent, seems to be decreasing as income levels 
increase. Alegre and Pou (2004) estimate the income elasticity of probability 
of tourism participation to be around 0.9 for the poorest households, 
decreasing to 0.6 for the richest households. Alegre and Pou (2016) find 
similar results for the US, where income elasticities start at 1.2 for the poorest 
households and decrease to 0.3 for the richest households. In both cases, all 
types of leisure travel are however considered, not international travel 
specifically. Eugenio-Martin and Campos-Soria (2010) estimate income 
elasticities for international travel using a household survey for the EU-15 
countries and find that the income elasticity for the probability of 
participation in international travel increases from 0 to around 1 for the first 
income deciles, after which it decreases back to around 0 for the highest 
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income deciles. When it comes to the income elasticity of travel expenditure, 
rather than probability of participation, Alegre et al. (2013) estimate 
heterogeneous elasticities, once again with Spanish household data, and find 
that the income elasticity increases with income from around 1.3 to 1.9 over 
the income distribution. Heterogeneity is also considered along the 
expenditure dimension, i.e. differences in income elasticities depending on 
the relative demand level, in one previous paper. Hung et al. (2012) use a 
household survey in Taiwan (once again, domestic travel is included in the 
dependent variable) and find negative income elasticities for the lower 
percentiles and positive elasticities for the higher percentiles. In addition, the 
effects of the financial crisis on the income elasticities of travel demand have 
also been given some attention in the literature, but only two papers have 
evaluated this effect using household level data: namely Alegre et al. (2013) 
and Alegre and Pou (2016). They both find very small effects on the income 
elasticities from the crisis.  

Overall it is clear that there is a huge variability in the estimated income 
elasticities in the literature. There are also very few papers in the literature 
that use representative household data to estimate the elasticities, and when 
they are used international travel is rarely considered specifically (in general 
since this information is not included in the data sets they are using). This 
makes a huge difference since the income elasticity of international travel in 
general is higher than the income elasticity on domestic travel (see e.g. Peng 
et al., 2015). Given the differences depending on source country it is also 
important for policy makers to know the income elasticities in the country of 
interest. In my first paper of the thesis, I make a contribution to this literature 
by estimating heterogeneous income elasticities of international leisure 
travel at a household level using the Swedish Household Budget Survey, 
while also estimating the effect of the financial crisis on the estimated 
distribution of income elasticities.  

2.2 Price and taxes 
How changes in prices affect the demand for international travel, and air 
travel specifically, is of great interest to policy makers. One of the intentions 
when environmental taxes are used is to increase the price, and thereby 
decrease the demand, of the good in question. In the basic case, the full effect 
of a tax on the demand can be estimated through the use of price elasticity. 
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Recent literature has however found that environmental taxes in several 
cases have a larger effect than what can be explained by only a price increase 
due to the tax, and hence price elasticities might not tell the full story when 
it comes to the effect of environmental policy. Here we first consider the 
literature on price elasticities, followed by the very sparse literature on the 
effects of aviation taxes. Finally, a few examples of the aforementioned cases 
where environmental taxes have had larger effects than expected is briefly 
presented.  

Just as for the income elasticities of travel demand, price elasticities have 
also been shown to vary a lot between e.g. source markets, destinations, type 
of travelers (e.g. business and leisure travelers) and the type of data as well 
as type of methodology that is used in the estimation (see e.g. Brons et al., 
2002, and Peng et al., 2015). While there is some consensus in the level of 
average price elasticities (in almost all cases the elasticity is negative, i.e. a 
price increase leads to a reduction in demand, as expected), the width of the 
estimates is large, ranging from small positive elasticities in some cases to 
being well below a negative unit elasticity in other cases (see e.g. Brons et 
al., 2002, who show that elasticities vary between 0.21 and -3.2 in their meta 
study). When looking at the European market for international air travel 
however, the average elasticities are in most cases close to a negative unit 
elasticity. 

Most papers in the field, especially the older papers, also assume that 
price changes are exogenous, which given the pricing strategies of airlines is 
now known not to be the case. Prices of a certain flight are changed 
depending on the demand, which in itself depends on the price, and so forth. 
This leads to biased estimates of the price elasticity if ordinary regression 
techniques are used. The dominating strategy to avoid this endogeneity bias 
in the literature is to use a so called instrumental variable approach. The key 
here is to find a variable that correlates with the prices of air travel, but not 
with the choice to travel by the passengers. If such a variable is found, the 
variation in prices that affects the demand can be isolated from the variation 
in demand that affects the prices, and an unbiased price elasticity can be 
estimated. A recent example of this is Mumbower et al. (2014) who use web-
scraped price and seating data to estimate price elasticities in the US market, 
and how it varies depending on a number of factors, while also addressing 
the aforementioned endogeneity problem using the air-lines prices in all 
other markets than the market that they study, as well as the number of daily 
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nonstop flights that the competitor has, as instruments for the price. They 
find an average price elasticity that varies between -1.32 and -1.97 depending 
on the price, but that the elasticity also varies greatly on a number of other 
factors such as the departure day of the week and time of day that the ticket 
is booked. Hsiao and Hansen (2011) is another example and they use the 
distance of the route times the price of jet fuel as an instrument, finding 
elasticities between -1.05 and -2.97 depending on route and market. Given 
this variety in estimates, it is important to estimate a trustworthy elasticity 
for the market that is being considered. For Sweden, the available literature 
is scarce. To the best of my knowledge, only one published paper exists, 
namely Kopsch (2012) who use aggregate price index data in their 
estimations and find price elasticities between -0.67 and -0.85. 

The literature on the effect of aviation taxes on the demand for air travel 
is a research field that is very small, but growing as more and more countries 
are introducing passenger based aviation taxes. The literature in this field can 
be divided into two categories depending on the type of analysis that is made. 
The first is ex ante analyses based on model simulations where the demand 
effect is estimated using assumptions on price elasticities and tax pass-over 
(i.e. how much the price actually increases as a result of the tax). Examples 
of papers that use this type of analysis are Mayor and Tol (2007) and Forsyth 
et al. (2014) who evaluate the effects of the British air passenger duty and 
Australian aviation tax respectively. The more relevant category in the 
literature is however empirical ex post analyses, where only a few papers can 
be found. The results in the existing papers are also somewhat conflicting. 
Borbely (2019) is one recent example. He uses the synthetic control group 
method at an airport level and find that the tax, which is of a very similar size 
as the Swedish tax, reduces the total number of passengers from Germany 
by 2 percent. He further finds that this effect can mostly be explained by the 
effect at airports that are dominated by budget air lines as well as a “leakage” 
of passengers to airports close to the German border, i.e. that passengers are 
deliberately avoiding the tax by flying from a neighboring country (which 
naturally defeats the purpose of the tax). Falk and Hagsten (2019) evaluate 
the same tax, but for Germany as well as Austria (where the tax was also 
introduced) and find much larger effects. They find a reduction in 
international passengers by 9 percent the first year and 5 percent the second 
year after the introduction of the tax. Contrary to Borbely (2019) they find 
no evidence of “leakage”, but they do also find that the main driver of the 
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effect is found at low cost-carrier airports. A third example is Seetaram et al. 
(2014) who estimate income, price and tax elasticities for route level 
international travelers from the UK, and find modest tax elasticities for most 
destinations, indicating a low effect of the tax on the number of passengers.  

A very interesting recent development in the literature on environmental 
taxation is that CO2 and gasoline taxes have been shown to result in much 
larger effects than what is to be expected given the price effects of the taxes. 
Li et al. (2014) finds that the effect of gasoline taxes in the US is larger than 
the expected price effects, and shows that salience through media coverage 
of the tax is a plausible explanation for this. Similarly, Rivers and Schaufele 
(2015) find that the effect of the carbon tax in British Columbia, Canada, on 
the demand for gasoline is 4.1 times larger than an equivalent change in a 
tax-exclusive price. Finally, Andersson (2019) shows that the tax elasticity 
of the Swedish CO2-tax, implemented in 1991, is three times higher than the 
price elasticity. If this is shown to be a general phenomenon it is naturally 
great news for environmental policy makers.  

My second paper in the thesis contributes to all three areas in the 
literature. It estimates the effects that the Swedish aviation tax has on the 
demand and price of international air travel. In addition, it estimates a price 
elasticity using web-scraped data and it is shown that the tax effects are much 
larger than expected from price effects of the tax alone. 

2.3 Leisure time  
The final determinant of travel demand that is considered in this thesis is the 
importance of the amount of leisure time that individuals have at their 
disposal. In my third and final paper I specifically consider the importance 
of the starting level of leisure time when leisure time is increased 
exogenously, either through retirement or through an increase in vacation 
days, from both a theoretical and empirical perspective. The literature on this 
is however extremely limited. One example is Aguiar et al. (2013), who 
descriptively analyze how individuals who lost their job due to the Great 
Recession in 2008 use their newly found extra leisure time. They find that 
the most common increase is in time spent on sleeping and daily leisure 
activities such as watching TV. This is however purely a descriptive paper, 
and even this paper does not focus on travel demand specifically.  
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There are however adjacent fields that my research in the third paper 
relates too. One of these fields is the incorporation of time in economic 
modeling. One of the first attempts to incorporate time into households’ 
utility maximization is done by Becker (1965) who develops a theory of the 
allocation of time between different activities. Becker departs from the 
standard economic consumption theory, where households maximize their 
utility by consuming different goods based on the monetary constraint that 
comes from the prices of the goods and the income that the households’ earn, 
by introducing non-work time in the maximization problem. The time 
constraint is the total time available to the household less of the time the 
household spends at the work place and Becker further assumes that time can 
be converted into goods by spending more time at work and lowering the 
time spent at consumption. This reduces the budget constraint into one, 
namely the “full income” that can be achieved if all time is spent on working 
(which greatly simplifies the mathematical solution of the model). This does 
however also mean that Becker assumes that each individual can freely 
decide exactly how much to work, and in such a world leisure time can never 
increase exogenously. This has also been the prevalent assumption in most 
theoretical work where time is considered, both when demand for goods are 
in focus (as in e.g. DeSerpa, 1971) and when labor supply is modeled (as in 
e.g. Heckman, 1974).  

This type of flexibility in work time is however far from the realities of 
the labor market. In most cases the work time is fixed when you are 
employed. The norm in most developed countries is something close to a 40-
hour work week, and the amount of vacation time that is offered is also fixed 
(and often very limited). Due to this, a sub-field in the literature has emerged 
where the labor supply decision by individuals are modeled when individuals 
can only choose to accept the working hours that are offered, or not work at 
all. Examples of this type of literature are Moffitt (1982), Dickens and 
Lundberg (1985), Tummers and Woittiez (1991), and Feather and Shaw 
(2000) who all show theoretically, in slightly different ways, that the 
individual chooses to work the offered work time if the utility of doing so is 
larger than not working at all, even if it is far from the work time the 
individual would freely choose. They also find empirical evidence that many, 
if not most, individuals would choose a different work time than they have 
if they would be free to do so. Given this type of constraints in the labor 
market, an exogenous shift in leisure time is thereby also possible.  
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To the best of my knowledge however, no paper theoretically models the 
effect on the demand for time intensive goods, such as leisure travel, if the 
amount of work time (and thereby leisure time) is exogenously changed. As 
already mentioned, the empirical literature on the effect of changes in leisure 
time is also extremely limited. In part, this is likely from the assumption that 
exogenous changes in leisure time are not possible (and it is for sure 
debatable, especially when one considers the whole lifetime of an 
individual). Another reason is likely that even if exogenous changes in 
leisure time can happen, it rarely does. The laws regarding work time and 
vacation time very rarely changes. One example of a massive increase in 
leisure time is however retirement, which is also an event that I use in my 
third paper. The effects of retirement on consumption is also relatively well 
researched. The most common focus in this literature is on the retirement-
consumption puzzle, i.e. that total consumption drops at retirement, 
something that is in violation of the so called permanent income hypothesis. 
The main focus in this literature is however on expenditures on food, and 
that the retirement-consumption puzzle can be explained by an increased 
home production (i.e. that households cook more when they are retired 
instead of eating out). Two prominent examples are Aguiar and Hurst (2005) 
and Luengo-Prado and Sevilla (2013), but there are several papers with the 
same focus. A few of these papers have also analyzed the effects of 
retirement on leisure travel expenditures. Miniaci et al. (2010) include 
holiday spending in their analysis, but find no effect from retirement in Italy 
between 1985-1996, and Redmond and McGuinness (2020), who find 
negative effects for retired males in Ireland, but it is not common and leisure 
travel is not in focus in these papers, especially not in relation to leisure time. 

The effects of increased leisure, as well as retirement, on the demand for 
leisure travel is thereby heavily under-researched and my third paper makes 
a valuable contribution to this, in some aspects almost nonexistent, literature. 
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3.1 Paper I – Household level heterogeneity in the income 
elasticities of demand for international leisure travel  

In the first appended paper of the thesis I investigate household level 
heterogeneity in the income elasticities of demand for international leisure 
travel from Sweden. In particular, I estimate different household level 
income elasticities for each percentile of the distribution of expenditure on 
international leisure travel, conditional on the household level 
characteristics. Different income elasticities are thereby estimated for 
households that have a relatively low and a relatively high demand for 
international travel, given their characteristics (such as their age, what type 
of city they live in, how big the household is, etc.). These results are also 
analyzed in light of the theoretical framework by Matsuyama (2002) and 
Morley (1998) where this type of heterogeneity is predicted. In addition, the 
distributional effects of the 2008 financial crisis are also estimated. Given 
how sparse the literature on income elasticities that use representative 
household data is, this paper is a valuable addition. Especially since it is one 
of the very few papers that considers heterogeneity at a household level, and 
since it is the only paper (to the best of my knowledge) that analyzes the 
distributional effects of the financial crisis on the income elasticities. In the 
Swedish context, the results in this paper are also valuable since it is the first 
paper (to the best of my knowledge) that estimate the Swedish income 
elasticities of international travel using household level data. Given how 
much income elasticities can vary depending on source country, this is 
valuable for policy makers in Sweden.  

3. Summary of appended papers  
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The elasticities of interest are estimated using the Swedish Household 
Budget Survey (Hushållens utgifter - HUT - in Swedish), for the years 2003-
2009 and 2012, together with a method that is called censored quantile 
regression. The Swedish Household Budget Survey is made by Statistics 
Sweden and includes detailed yearly expenditure data on the household level 
as well as general background information of both the household and its 
individuals. Each year, new households are sampled and the total sample size 
for all years is almost 18.000 households.  

The main empirical issue when it comes to estimating income elasticities 
of leisure travel using household level data is that a large share of the 
population does not travel internationally in a given year. In Sweden, roughly 
half of the population travels abroad in the years that are studied. The 
households who do not travel therefore have a zero expenditure on 
international travel and the dependent variable is therefore “censored”. Due 
to this, traditional econometric methods yield biased estimates. The method 
that I use in this paper, censored quantile regression, is a method developed 
by Powell (1984) and Powell (1986) as an extension to quantile regression 
framework introduced by Koenker and Bassett Jr. (1978) to account for the 
issues of censoring in the dependent variable at the same time as the kind of 
distributional analysis that I am interested in can be made.  

Using the CQR framework, the income elasticity is estimated for each 
quantile (which is the same as percentile) of the conditional distribution of 
international leisure travel expenditure. As roughly half of the sample has no 
expenditure on international travel, the lowest percentile that can be 
estimated is the 51:st quantile. As the reader who have survived this far in 
the text probably have noticed, the terminology surrounding this method is a 
mouthful to say the least. The part that makes the interpretation extra 
complicated is the “conditional” part. The income elasticity for a high 
conditional quantile should be interpreted as the income elasticity for those 
households who have a high expenditure on international leisure travel given 
their observable household characteristics that have been controlled for. The 
estimated income elasticities, for each percentile, are therefore an average 
income elasticity for all of the households who, given their household 
characteristics, consume in the same percentile. The high consumers are 
thereby those who consume the most relative to households that are similar 
to them, and the low consumers are those who consume the least compared 
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to similar households. In addition to the CQR method, the average income 
elasticity for Sweden is also estimated using the so called two-part model.  

The main effects in this paper can be neatly summarized in one graph. As 
can be seen in Figure 1, the income elasticities are the highest for those who 
consume relatively little of international travel. The income elasticity at this 
level is also very large: if these households get one percent more income they 
increase their demand for international leisure travel with more than five 
percent. For these households, international travel is a strong luxury good: 
they desperately want to travel more and as soon as they get more income 
they react strongly. As the relative expenditure on international travel 
increases, the income elasticity decreases, ending up at around 1 for those 
who consume the most of the good, given their household characteristics. 
These households are closer to consuming international air travel to satiety, 
as they “only” adjust their demand with the same percentage as the income 
increases. The average income elasticity is also high as it is very close to 3. 
 

 
Figure 1. Estimated income elasticities  

 
Using the same method, the distributional effects from the financial crisis 

on the income elasticities are also estimated. This is done by comparing the 
estimated elasticity curve in 2007 with the same for 2009 and it is found that 
the income elasticities are slightly larger in the year after the crisis than in 



26 

the year before, but the difference is very small. This indicates that 
households’ sensitivity to income changes is robust to an economic crisis.  

These results are important for policy for several reasons. First of all, it 
can give an indication for how the demand for international travel will 
develop. Since the income elasticities are generally high, continued increases 
in income (which all else equal is to be expected, at least in the long run) will 
result in continued increases in demand for international travel. This will 
particularly be driven by the households who at the moment consume 
relatively little of the good. At the same time, the results together with the 
theoretical model of Matsuyama (2002) do also give insight in the “maturity” 
of the international travel market in Sweden, and indicate that average 
income elasticities are likely to decrease over time. Policies that aim to 
decrease the demand for international air travel by increasing the price of air 
travel will also be less effective as the price effects will be dwarfed by 
continued increases in income. On the flip side, income taxation could be an 
effective way to hamper the demand.  
 

3.2 Paper II – The effects of the Swedish aviation tax on 
the demand and price of international air travel  

In the second paper of the thesis I estimate the effects of the Swedish aviation 
on the demand and price of international air travel. The tax was introduced 
in April of 2018, and the size of the tax depends on how far away the 
destination is from Arlanda, starting at 60 SEK for countries completely 
within Europe and ending at 400 SEK for countries that are further away 
from Arlanda than 6000 km. What is interesting with this tax is that it was 
introduced as an environmental tax, and it received a lot of media attention 
when it was introduced. Understanding the demand effects of this tax, and 
whether this effect comes from a pure price effect or from behavioral effects 
connected to the “signal” that the tax sends, is thereby of utmost interest for 
environmental policy.  

Estimating the causal effect of a tax is however no easy endeavor. The 
main issue, as with all attempts of causal estimations, is that we do not know 
the so called counterfactual: how many people that would have traveled by 
air if the tax was not introduced, nor what the price would have been if the 
tax was not introduced. The main issue is that there are a lot of factors that 
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affect air travel, especially at the aggregate level, and simply comparing the 
levels of passenger or prices before and after the tax was introduced is not 
enough. We therefore need a trustworthy estimate of the counterfactual 
outcomes, i.e. an estimate of what would have happened in Sweden if the tax 
was not introduced. 

To achieve this, I construct a “synthetic” Sweden using the synthetic 
control group method developed by Abadie et al. (2010) and Abadie et al. 
(2015). This is a method that creates a control country by choosing a 
weighted average of similar countries that minimizes the differences between 
the country of interest (in this case Sweden) and the synthetic control 
country, before the intervention of interest (in this case: the tax) takes place. 
If successful, the method thereby creates a “replica” of Sweden that mimics 
the development of international air travel and prices (as well as other 
important variables) before the tax is introduced. Given that this replication 
before the tax is successful, and under a few other assumptions, the method 
thereby also produces estimates of the counterfactual of interest: i.e. how 
many that would have traveled by air from Sweden, and what the price of air 
travel would have been, if the tax had never been introduced. The estimated 
effect of the tax on these variables are therefore the difference between 
Sweden and the synthetic Sweden for the post-tax period. 

To create the synthetic Sweden, and estimate the causal effects of the 
Swedish aviation tax, I use other European countries that are not too 
dissimilar to Sweden, and that has not been exposed to a similar tax as 
Sweden under the period that is studied. When it comes to the passenger 
estimation, I use the share of the population that travels internationally by air 
as the main outcome variable. This choice is made as the passenger share is 
more representative for the demand level in a country than the total number 
of passengers, and thereby more comparable between countries. For the price 
effect estimation, I use a price index of international air travel, which is 
weighted by popularity of destinations to show a representative price level 
for all international air travel. Since there is a lot of seasonal variation in both 
the passenger shares and price index data, I deseasonalize the data before the 
synthetic control group is constructed. The data for these variables, just as 
other variables of interest, are retrieved from Eurostat and is at a quarterly 
level between 2011 and the end of 2019. 

The estimated effects of the tax on the demand for international air travel 
are large. The effect starts at a decrease in passengers, when compared to the 
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synthetic control group, with almost 6 percent in the first quarter after the 
tax. The effect becomes stronger over time, ending at a decrease of almost 
13 percent in the last quarter of 2019. No significant effects are however 
found on the price index of air travel. Given the size of the tax, and the fact 
that a price index is used in the price estimation, this is however not 
surprising.  

While these estimated effects are interesting on their own, it is still 
important to get an estimate on how much of the demand effect that can be 
explained by a (potential) price effect from the tax, and how much that can 
be explained by behavioral effects from the tax. To achieve this, we need 
detailed price data and a reliable estimate of the price elasticity of air travel 
from Sweden. For the price data, I therefore “web-scraped” Expedia.com 
during 2018 (i.e. built a program that automatically downloads prices of air 
travel tickets to specific destinations on a daily basis). This data is used 
together with route level passenger data, from Eurostat, to estimate a price 
elasticity. The estimated price elasticity, which is estimated at -0.76, is then 
used together with the route level price data to estimate how large the 
demand effect ought to be if it only had a price effect on the demand, under 
the assumption that the prices did in fact increase with the same amount as 
the tax is (i.e. 60-400 SEK depending on the destination). 

It is shown that the demand effects ought to be between minus 1-2 percent 
if price effects are the only effects of the tax. Since the actual demand effects 
are much larger, this provides evidence for that the tax in addition to price 
effects has a large behavioral effect, likely coming from the media attention 
surrounding the tax. In addition, other behavioral effects are briefly 
considered. In particular, a potential “Greta Thunberg”-effect is descriptively 
analyzed and discussed. While the trends in popularity of Greta Thunberg 
seems to be very similar in Sweden and in the countries that constitute the 
synthetic control group, which speaks against a potential “Greta”-effect, it 
cannot be ruled out that the increased passenger effect the second year of the 
tax in part is due to a larger increase in environmental awareness in Sweden 
than in the synthetic control group.  

This paper thereby makes several valuable contributions to the literature. 
First of all, it adds to the sparse literature on the effects of aviation taxes. In 
particular, it is, to best of my knowledge, the only paper that evaluates the 
Swedish tax. Secondly, it makes a valuable contribution to the relatively new 
literature on behavioral effects of environmental taxes. Just as for carbon 
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taxes and gasoline taxes, the Swedish aviation tax also seems to have a much 
larger effect than can only be explained by price effects of the tax. This is of 
great value for policy makers that wish to reduce emissions from air travel. 
Finally, the paper also makes a small contribution to the literature on price 
elasticities. 

 

3.3 Paper III – Constrained leisure: the effects on travel 
demand when leisure time increases 

In the third and final paper of the thesis I turn my focus to a completely 
different demand driver, namely the amount of leisure time individuals has 
at their disposal. In this paper, the effects that an increase in leisure time has 
on the demand for leisure travel is considered, both from a theoretical and 
empirical perspective. In particular, special focus is given to the baseline 
level of leisure time that individuals have when the leisure time is 
exogenously increased, i.e. how much leisure time the individual has before 
an increase in leisure time happens, and how this affects the demand for 
leisure travel when income is held constant. Two countries are used to 
evaluate this: Sweden and the US. These are chosen since they differ in the 
amount of time that the average citizen spends at work. In particular 
Americans work a lot more than Swedes on average, partially because 
Swedes have access to a lot more vacation time than Americans. In the 
comparison, the event of retirement is used as the exogenous increase in 
leisure time. In addition, the effects of getting extra vacation time in Sweden 
is considered by using the event of turning 40 as a proxy variable, since a 
large share of the workforce get between 4 and 6 more vacation days at this 
age. 

A theoretical model is derived where, in addition to monetary prices and 
income levels, a budget constraint on time is considered (in similarity with 
e.g. Becker, 1965, and DeSerpa, 1971). The individual maximizes its utility 
by spending money on two goods, and by relaxing (i.e. spending time but not 
money). One of the goods requires only money to consume. The other good 
requires money as well as time to consume. This time intensive good is a 
representation of leisure travel: in order to go on a vacation, we need to spend 
money as well as time. The individual can further not decide how much he 
or she works. Work time is exogenously decided in the model and this is 
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made to represent the 40-hours work week norm as well as the fixed amount 
of vacation most employees have. This also allows us to analyze what 
happens to the demand for the time intensive good when leisure time is 
exogenously increased due to retirement, when the starting level of work-
time is different. Using the average annual work hours per employee in 
Sweden and the US, it is shown that the demand for the time intensive good 
increases more in the theoretical “US” than in the theoretical “Sweden”. That 
is, when the starting level of leisure time is lower the effects on the demand 
for the time intensive goods is higher when the individual retires.  

To test the effect of retirement in these countries empirically, the Swedish 
Household Budget Survey and the US Expenditure Survey is used for the 
years 2003-2009 and 2012. Using a restricted sample of 58-68 year olds, the 
effects of retirement is estimated on both the probability to travel and on the 
expenditure level given that you are a traveler. The effect on the probability 
to travel is estimated using probit, and the effect on the level of demand is 
estimated using ordinary least squares (OLS) on the sub-sample that has a 
positive expenditure on different types of leisure travel. In Sweden, domestic 
and international travel is considered as well as total leisure travel, i.e. the 
aggregate of the two. In the US, total leisure travel expenditure is considered 
as well as expenditure on air travel specifically. In Sweden, similar 
estimations are made for the effect of turning 40, where a sub-sample of 35-
44 year olds are used in the estimation.  

The estimated effects are also in line with the theoretical predictions. 
Retirement has a large effect on both the expenditure on total leisure and air 
travel in the US, as expenditures on total travel increases with slightly more 
than a thousand dollars per year due to retirement, but no such effects are 
found in Sweden. In addition, retirement has a positive effect on the 
probability to travel in the US in general but no effect is found on the 
probability to travel specifically by air. In Sweden, retirement has a positive 
effect on the probability to travel domestically but a negative effect on the 
probability to travel internationally. The aggregate effect is also negative. In 
addition, no effect on either the probability or expenditure level is found from 
individuals that are turning 40, when many get between 4-6 more vacation 
days. 

The results therefore suggest that increased leisure time does indeed have 
an effect on the demand for leisure travel, given that the initial amount of 
leisure time is small enough. As the starting amount of leisure time increases, 
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the effects are smaller. In addition, the estimated effects suggest that there is 
a point where extra leisure time have no effect on the demand for leisure 
travel. This is however not captured in the simple demand model that is 
derived. These results are important for environmental policy as it is likely 
that leisure time can increase due to increased automation. Understanding 
how this extra leisure time affects the demand for emission intensive goods, 
such as leisure travel, is therefore important to predict future changes in 
emissions as well as for considering potential environmental effects of 
changes in working time. In addition, one suggestion to reduce emissions is 
to “down-shift” the economy, where the argument is that if everyone works 
and earns less they will consume less goods, which will reduce emissions. If 
increased leisure time results in a shift towards more emission intensive 
goods, a rebound effect would occur and the result on emission reductions 
would be smaller than intended. The results in this paper do however suggest 
that any potential rebound effects would be small, given that the initial 
leisure time is large enough. 
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Department of Economics, Swedish University of Agricultural Sciences, Sweden

Abstract
This article deepens the understanding of household level heterogeneity of income elasticities of
demand for international leisure travel. This is done through the use of Swedish household level
expenditure data which together with censored quantile regression allows for estimation of income
elasticities based on relative consumption levels. In addition, an analysis of how the distribution of
income elasticities was affected by the 2008 financial crisis is made. Results show a great heterogeneity
in the estimated income elasticities, with income elasticities being the largest for the households who
consume relatively little of the good, and a small positive effect of the financial crisis on the estimated
distribution of income elasticities. These results can be used by policy makers, as well as managers in
the tourism industry, to predict and influence the demand of international tourism at a more detailed
level. The results also go in line with theoretical predictions and give further insight in market
penetration as well as an ongoing structural change in the demand for international tourism.

Keywords
censored quantile regression, heterogeneous elasticities, income elasticity, international leisure
travel, international tourism

Introduction

Income has been shown to be one of the most important determinants of international tourism
demand in a multitude of papers. While there exists a general consensus in the literature that
international tourism is a luxury good with an income elasticity above one, meta-studies such as
Crouch (1996) and Peng et al. (2015) show that there is a large variation in the estimates between
papers, some even showing negative income elasticities. One explanation for this observed range in
estimates is that different approaches are used to estimate the income elasticity. A clear difference
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that can be observed in the literature is which type of data that is used in the estimation. Historically,
most papers have used aggregate data on a country or route level, where some version of GDP is the
most common income variable and the number of passengers is the most common measure for
tourism demand (see, for example, Crouch, 1996). While these types of income elasticity estimates
are useful for many applications, such as forecasting of international passenger flows, the use of
micro-econometric models have several advantages as it more closely reflects the behavior of the
tourists. Papers using aggregate data are still the most common approach in the literature, but the use
of micro-data has become a lot more common in the past decades (Wang and Davidsson, 2010).
Most of these papers use data that are collected on location however, and while this is helpful for the
local tourism industry, the external validity of the estimates is lower due to self-selection by tourists
to the destination that is being considered. In addition, the bias that comes from the fact that not
everyone in a given country travels abroad in a given time period cannot be addressed. As is pointed
out by, for example, Brida and Scuderi (2013), the analysis is usually also severely hampered by the
fact that these types of on-location surveys rarely have detailed income data as this variable is
usually collected as a categorical rather than a continuous variable due to anonymity reasons, and
the knowledge on the income elasticities that they provide are thereby a bit limited.

One way to solve these issues is to use micro-econometric methods when analyzing a repre-
sentative country level sample, which combines the advantages of using micro-data with the
generalizability to a country level that estimations using aggregate data provide. In particular, the
use of this type of data enables the researcher to address heterogeneity at a household level that can
be analyzed for the entire population, as issues due to self-selection and censoring can be addressed.
Despite these advantages, there are so far relatively few papers that analyze income elasticities using
representative household data, Alegre and Pou (2004), Hung et al. (2012) and Alegre and Pou
(2016) being three examples, and it is clear that further research using this type of data is useful to
deepen the understanding of income elasticities for the demand of international tourism at a
household level.

Heterogeneity is also a key explanation for the variability in estimated income elasticities that is
observed in the meta-studies. Historically, the income elasticity has been assumed to be constant in
tourism modeling but newer empirical evidence suggests that the income elasticity varies due to a
number of factors such as the relative income level in the source country (Waqas-Awan et al., 2020),
type of destination that is considered (Peng et al., 2015) or the time period that is being studied
(Gunter and Smeral, 2016). Despite the fact that an understanding of this variability is important in,
for example, forecasting performance, as shown by, for example, Smeral (2017), little attention has
so far been shown to the heterogeneity in income elasticities at a household level. In addition to the
previously mentioned advantages of household level estimation, an understanding of household
level heterogeneity can help improve managerial decisions in the tourism industry as well as policy
measures considered since aggregate income elasticity phenomena, such as differences between
countries or decreasing elasticities over time, can be better understood.

This article tries to fill this research gap in two ways. First, we estimate heterogeneous income
elasticities for households that have different levels of demand for outbound international leisure
travel using Swedish household level expenditure data and censored quantile regression (CQR).
Different income elasticities are estimated for each percentile of the conditional distribution of
tourism expenditure so that the effect of a change in household income for relative top, mid and low
spenders is analyzed separately. This addresses both household level heterogeneity at the same time
as the advantages of using a representative country level sample are utilized. The resulting het-
erogeneity and its implications are analyzed using intuition from the theoretical contributions of
Matsuyama (2002) and Morley (1998), who both predict varying income elasticities based on
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income and expenditure levels. Second, we use the financial crisis of 2008 to estimate how the
distribution of income elasticities changes at a household level in response to an economic crisis.

The main purpose of investigating household heterogeneity along the expenditure distribution is
threefold. First of all, heterogeneous income elasticities at a household level give a better insight into
how economic policy will affect household demand for international tourism. This insight can be
used from a governmental perspective, when wanting to increase or decrease demand for inter-
national tourism, as well as managers in the tourism industry. The latter is especially true as
customers’ expenditure levels, in comparison to, for example, customers’ income, is observable by
travel agencies, hotels and other actors in the tourism industry. Second, this type of heterogeneity
analysis can be used to determine the level of market penetration and saturation for outbound
international tourism in the country that is being studied, in this case Sweden. In general, aggregate
income elasticities are used to determine the level of market maturity, a lower income elasticity
signifying a higher level of maturity (see, for example, Graham, 2000). Getting an understanding of
household heterogeneity in income elasticities gives a more nuanced picture of how far households
have reached in consuming international tourism to satiety, at the same time as it provides further
insight in structural change in demand for tourism and its effect on long term income elasticities.
Third, a distributional understanding of how a financial crisis affects household level income
elasticities improves the understanding of how resilient households’ income elasticities are to
economic crisis. This is important to be able to predict how fast the demand for international tourism
will recover after an economic crisis, and to understand which type of households that will be the
main driver of this recovery.

The main contribution of this article is therefore that heterogeneity based on household level
demand for international tourism is considered, a metric that in comparison to household income is
directly observable by actors in the tourism industry. While a few papers studying heterogeneity
along the income distribution are already available (such as Alegre and Pou, 2004, and Alegre et al.,
2013), only one other paper that use a representative household sample looks at heterogeneity along
the tourism expenditure distribution (Hung et al., 2012). As already explained, this is valuable for
both the tourism industry directly as well as policy makers. The second contribution is that the
distributional effect of the 2008 financial crisis is estimated, something that to the best of our
knowledge has not been previously considered in the literature. This is especially useful since we are
currently in the midst of an economic crisis due to the COVID-19 pandemic, and while the current
crisis in the tourism market is a lot different from the dip in demand because of the 2008 financial
crisis, households’ responsivity to increasing incomes will likely still be an important factor in the
recovery of international tourism demand. In addition, due to the rich Swedish data that are used, a
few other minor contributions can be made. Estimations are made for only international tourism
expenditure, not all types of tourism as is usually the case in the household level literature. This
distinction is relevant as domestic and international tourism differs in terms of income elasticities. In
addition, separate estimations for expenditures made to booking agencies before departure and
expenditures that are made on location are carried out. Differences in income elasticities when
current income or total expenditure is used as the income variable are also considered, a choice that
is often discussed in the literature (see, for example, Alegre and Pou, 2016).

The rest of the article is structured as follows. In the next section, the relevant literature on
household heterogeneity in income elasticities as well as a brief empirical background on inter-
national travel from Sweden is presented. In the Data section, the data that are used and how the key
variables are constructed are presented. In the Econometric Strategy section, the econometric
strategy with the CQR estimator is presented. In the Main Results section, the results are presented
and discussed together with robustness checks of the estimates. The Conclusion section concludes.
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Literature review and empirical background

The empirical literature on household heterogeneity of the income elasticity of demand is still rather
sparse, but it is clear that there exists heterogeneity along several dimensions. The main source of
heterogeneity that is considered is differences in income elasticities depending on the level of
household income. The pattern of heterogeneity along the income distribution appears to be
different depending on whether the income elasticity of tourism participation or tourism expenditure
is considered. For the probability of tourism participation, Alegre and Pou (2004) and Alegre and
Pou (2016) find decreasing income elasticities for Spanish Households as income increases. Alegre
and Pou (2004) estimate the income elasticity of probability of tourism participation to be around
0.9 for the poorest households, decreasing to 0.6 for the richest households. Higher education also
leads to a lower income elasticity for all percentiles of the income distribution. Alegre and Pou
(2016) find different elasticity levels depending on what type of income measure they use, current
income or total expenditure, with the former generating elasticity estimates between 0.3 and 0.17
and the latter estimates between 1.2 and 0.3. Eugenio-Martin and Campos-Soria (2011) also es-
timate heterogeneous income elasticities of the probability of participation in tourism using a
household survey for EU-15 countries. They find that the income elasticity of probability of
participation in domestic travel decreases from around zero for the lowest income decile, to negative
5 for the highest income decile, while the income elasticity for the probability of participation in
international travel increases from 0 to around 1 for the first income deciles, after which it decreases
back to around 0 for the highest income deciles. The income elasticity of tourism participation
therefore seems to be in general decreasing in income. When it comes to the income elasticity of
tourism expenditure, rather than probability of participation, Alegre et al. (2013) estimates het-
erogeneous elasticities, once again with Spanish household data, and find that the income elasticity
increases with income from around 1.3 to 1.9 over the income distribution.

When it comes to household heterogeneity based on the size of tourist expenditure, most studies
that address this are made with data that are collected on location. Marrocu et al. (2015) is one
example who analyzes heterogeneity of micro-determinants of tourism expenditure in Sardinia
using quantile regression. As their income variable is categorical, they do not estimate income
elasticities directly, but they show that high income households spend more than low income
households and that this difference increases over the expenditure distribution. Peréz-Rodriguez and
Ledesma-Rodriguez (2019) is another example that look at heterogeneity in tourism expenditure on
the Canary Islands. They also use three levels of income in their analysis and find similar results for
the effect of income along the expenditure distribution as Marrocu et al. (2015). An example of
paper that uses visitor survey data with detailed income information is Chen and Chang (2012).
They focus on the effect of travel-agents on travel expenditure, but use quantile regression to
estimate the effects of interest at five different quantiles. They find a quite low heterogeneity in
income effects as the income estimates are stable over most quantiles, but the top quantile (90th)
shows an income effect that is roughly four times higher than the other considered quantiles. The
only paper that does a heterogeneous analysis of tourism expenditure using a representative
household sample is, to the best of our knowledge, Hung et al. (2012) who use the Survey of Family
Income and Expenditure in Taiwan. Their dependent variable is percentage of household income
spent on tourism, and using quantile regression they find negative income effects for lower quantiles
(10th and 25th) and positive effects for the 50th quantile and above

The effects of economic crises on the income elasticity of tourism demand are also under-
researched, especially at a household level. As shown by, for example, Smeral (2014), this is also a
very important aspect to consider to improve forecasting performance, especially when forecasting
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is made in the midst of economic turbulence. Interestingly, differences in income elasticities before
and after an economic crisis are found in the papers that do estimations based on aggregate data, and
the direction of the effect can also go both ways depending on which origin country is being studied,
but the same effects are not found in the two papers that use household data in their estimations.
Smeral (2014), for example, find that Australia and Japan have higher income elasticities in slow
growth, post-crisis, periods than fast growth periods (4.91 vs. 2.95 for Australia and 3.97 vs. 2.17 for
Japan) while the EU-15 countries and USA have higher income elasticities in fast growth periods
than slow growth (2.43 vs. 1.28 for EU-15 and 2.37 vs. 1.17 for USA). Gunter and Smeral (2017)
similarly find that income elasticity of outbound tourism in the period after the financial crisis (year
2008–2014) is significantly higher (1.64) than in the fast growth period preceding the crisis (0.65).
At a household level, only two papers have been written where the effect of the financial crisis on the
income elasticity of tourism is tested. The first one is Alegre et al. (2013) that use Spanish
Household data for the period 2006–2010. They find very small effects on the income elasticity of
both the probability of participation and on tourism expenditure conditional on participation, but in
different directions. The income elasticity for participation decreases slightly (from 0.57 to 0.51)
while the elasticity for expenditure conditional on participation increases slightly (0.61–0.77) and
even though the differences are significant, the change due to the crisis is far from those estimated
using aggregate data. Alegre and Pou (2016) use the US Household Expenditure Survey to estimate
the effect of the crisis, and find no significant effect on the income elasticity when the periods 2005–
2008 and 2009–2012 are compared. These contradicting results are by themselves interesting, and
motivate further research in the area, especially at a household level as the present article considers.
In addition, none of the papers that considers the effect of the crisis on a household level estimates
distributional effects of the crisis. While they consider heterogeneity for the full sample, as pre-
viously explained, they do not estimate separate effects of the crisis for different types of
households. This is potentially important, especially if the crisis has heterogeneous effects on the
income elasticity. In theory, the average income elasticity could be unchanged while the distribution
is affected, increases for some households being canceled by decreases for others, which would
affect both forecasts and policy recommendations.

From a theoretical point of view, household heterogeneity of income elasticities is expected for a
luxury good such as international tourism. According to Engel’s law (Engel, 1857), households that
get richer reduce their expenditure share on necessities such as food in favor of more luxurious
goods. However, what is considered a necessity and a luxury changes as a society keeps getting
richer; something that was considered the highest of luxury 100 years ago, such as car ownership, is
now considered to be a necessity by many households. Matsuyama (2002) builds on this premise
and constructs a model with a spectrum of goods that are introduced to and consumed by agents in
sequence: each new good is consumed up to a certain level after which more income is used to
consume the next affordable item on the agents’ shopping list of preferred goods. As households
differ in income, each good starts off as a luxury good that only the richest households can afford. As
income levels rise, each new good goes from being a luxury to a necessity that everyone consumes.
Increased demand for the good also increases the efficiency of its production which leads to a
decrease in price of the good. This price reduction in turn leads to the richest households having
money left over to consume the next good, and the cycle continues. If this theory is relevant to
international tourism, we expect different households to have different income elasticities for the
good at the same time: the richest households who consume the good to satiety will have the lowest
income elasticity, the good is now a necessity for these households, and the poorest households, for
which the good is the highest luxury, who can only consume little of the good will have the highest
income elasticity. While income is the main driver behind this heterogeneity, it is also implied that
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income elasticities falls as the level of consumption of the good increases. In addition to het-
erogeneity between households at a cross-section, this theoretical set-up also provides intuition for
how income elasticities can change at an aggregate level for luxury goods: as the good becomes
more and more affordable, the income elasticity will decline as more and more households perceive
the good as a necessity rather than a luxury good.

Differences in income elasticities for international tourism based on differences in income levels
is also hypothesized by Morley (1998), who develops a dynamic model that allows demand
elasticities to vary over time. He hypothesizes a U-shape curve of income elasticities: the richest and
poorest countries are expected to have the lowest income elasticity while the mid-income countries
are expected to be the most responsive to an increase in income. The poor having a low response as
they still only barely can afford to travel internationally, and an increase in income must be allocated
toward other more important goods first, and the rich countries having a low elasticity as they
already consume international tourism until satiety (that is the good is no longer a luxury good in
these countries). The middle income countries can afford to travel internationally but are not
consuming the good to satiety, and an increase in income will be allocated to this good to a large
degree. While Morley (1998) constructed this hypothesis with a country comparison in mind, it is
reasonable that a similar pattern is present also at a household level within a country. This has
already been investigated along the income distribution to some extent, as already described, but a
similar pattern can be expected also along the expenditure distribution, with the exception that those
who consume nothing of the good has a zero income elasticity.

Turning now to a descriptive empirical background of the international travel from Sweden, the
main dependent variable in this article is expenditure on international leisure travel. This ex-
penditure category mainly consists of expenditure on international air travel and hotel payments. It
is therefore useful to examine key background information on the development of the consumption
and prices for these goods, as well as the development of income levels in Sweden.

International air travel, the main mode of transportation for Swedish travelers going abroad, has
been continuously increasing in Sweden over recent decades, both in absolute terms and in relation
to other means of transportation. Figure 1(a) shows how the number of international and domestic
flights per person has developed between 1990 and 2015, when only traveling by Swedes is
considered (connecting flights by internationals are, for example, excluded). As can be seen, there is
a clear upward trend and the number of international flights per person per year has increased from
around 0.5 to 1 during this time period. Looking at this graph, it is also important to keep in mind
that far from everyone flies abroad in a given year, so the development among those who fly is even
greater. Domestic flights per person is also included in the graph as a reference, and it is clear that
this type of air travel follows a completely different pattern as it has been very stable over the same
time period and even reduced a bit. As international air travel and hotel stays abroad are strong
complements, it is not surprising that that the share of total expenditure that is spent on international
travel (which includes both air travel expenditure and hotel expenditure) also has increased over the
time period studied, as can be seen in Figure 1(b). Figure 1(c) shows how international travel by air
has developed in relation to travel by train and boat by plotting the share of total number of trips
from Sweden to another country that is made by air, including all types of travel and not just leisure
travel. As can be seen, the share of international trips that is made by air is also increasing during the
time period.

Figure 2 presents a graph of total expenditure, the measure of income that is used in this article (as
discussed further in the Econometric Strategy section), as well as a graph of the price index for
charter air travel. As is expected, income has been steadily increasing except for a few declines
connected to the Swedish financial crisis of the early 1990s, the burst of the dot-com bubble in 2000
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and the Great Recession in 2008. The development of the price index for charter air travel does
however not show any clear trends.

Data

The data that are used in this article is the Household Budget Survey (HBS) for the years 2003–
2009, and 2012 (the years 2010 and 2011 are not included as the survey was not conducted these
years). The HBS is made by Statistics Sweden and includes detailed yearly expenditure data on the
household level for all consumption categories in the COICOP classification system as well as
general background information of both the household and its individuals. The yearly sample size is
between 1972 and 2871 households and the total sample size for all years is 17,924 households.
Each year a new sample of households is randomly selected, hence the full data set is repeated cross-
section data and not panel data. The households are interviewed continuously throughout the year,
and for infrequent purchases, such as leisure travel, the households report their purchases during the
previous 12 months. Households who are interviewed at the beginning of a year will therefore
mainly be answering for the previous year. Only households with a member younger than 79 are
included in the survey. The main expenditure category of interest in this article is expenditure on
international leisure travel. This expenditure category includes all types expenditures on leisure
travel outside of Sweden and three variables are available: the total household expenditure on
international leisure travel and two sub-categories that captures the expenditure that is made in
Sweden (to a booking agency, airline or hotel, for example) and those expenditures that are made

Figure 1. Development of international travel: (a) International and domestic flights per person in Sweden,
when only Swedish travelers are considered (b) Swedish international leisure travel expenditure share of
total expenditure. (c) Share of total number of trips from Sweden to another country that is made by air, when
all travel from Sweden by air, boat and train are considered. Flights data in (a) from Kamb and Larsson (2018),
expenditure shares in (b) are the author’s own calculation from the Swedish Household Budget Survey for
the years 2003–2012, micro-data from Statistics Sweden, and the shares in (c) are the author’s own
calculations based on data from the following databases at Eurostat: “International transport of passengers from
the reporting country to the country of disembarkation,” “Passengers embarked and disembarked in all
ports by direction - annual data,” “International intra-EU air passenger transport by reporting country and EU
partner country,” and “International extra-EU air passenger transport by reporting country and partner world
regions and countries.”
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once at the destination (such as food, local transportation but also hotels if the payment is made on
arrival or during the trip), respectively. The dependent variable of choice in this article is total
expenditure on leisure travel, but the other two available categories, expenditure and leisure travel
made in Sweden and expenditure made on location, will however be used as dependent variables in
a sensitivity analysis. Given the focus of this article, the main explanatory variable of interest is
household income. To capture and correct for the fact that households smooth their consumption by
saving and borrowing, in accordance with the permanent income hypothesis, total household
expenditure is used as the main income variable in this article. If, for example, disposable income
would be used as income variable instead the resulting estimates would likely be biased downward
as the sensitivity in leisure air travel expenditure due to changes in disposable income, which is a
measure of the current income, should be lower than the sensitivity to changes in permanent—or
life—income. This is especially the case when a full representative sample of the population is used
that includes households that use loans (such as students) or savings (such as retired individuals) for
their consumption, which is the case for the sample that is used in this article. This choice is however
not made completely without controversy as, for example, Alegre and Pou (2016) show that income
elasticities estimated with disposable income (or current income), rather than the total expenditure,
are significantly lower. Due to this, disposable income is used in a robustness check.

To control for potential endogeneity, a set of control variables is used. These are indicator
variables to control for what type of city the household lives in (the three biggest cities in Sweden,
medium sized cities, or if the household lives in a municipality smaller than 50,000 inhabitants,
which is the baseline), what type of employment the main respondent in the household has
(employed being the baseline), whether the main respondent in the household has a college ed-
ucation or not, and what year the household was interviewed in (i.e., yearly fixed effects variables).
In addition, a variable that captures the size of the household and a variable for the age of the main
respondent are also included as control variables. The control variables are all included to account
for the possibility of omitted variable bias as it is likely that they are correlated with both the total
expenditure of the household and the expenditure on international leisure travel. In addition to the

Figure 2. Development of income and price of international air travel: (a) Total expenditure (b) Price index
for package holidays. Total expenditure data from the database “Household consumption expenditure
(ESA2010) by purpose COICOP. Year 1980–2017” from Statistics Sweden and price index data from the
database “Harmonized Index of Consumer Prices (HICP), monthly data” from Eurostat.

8 Tourism Economics 0(0)



included control variables, other sources of endogeneity might be present. This is discussed further
in the Possible endogeneity issues section.

To give a quick overview of some of the variables that have been described, descriptive statistics
are presented in Table 1. There are a few aspects about the variables that are worth noting. In-
ternational travel expenditure that is made in Sweden, such as air travel tickets and prebooked
accommodation, is on average slightly larger than the expenditure that is made once the household
has left Sweden. For the 75th (unconditional) expenditure quantile, the difference is larger, which is
probably a result from larger prebooking fees for trips that are longer and further away. As expected,
total expenditure exhibits a much lower dispersion compared to disposable income. As disposable
income is income net from taxes a few households had negative disposable incomes, probably due
to large infrequent tax payments in the year they were interviewed, at the same time as a few
households had very large incomes (that possibly also is temporary). Total expenditure is much less
dispersed, which is to be expected if households smooth their consumption. The age of household
members and the household size both exhibit expected descriptive statistics.

Something that also becomes clear in Table 1 is that slightly more than half of the sample has zero
expenditure on international leisure travel in the year of the sampling. This has implications for the
econometric method used to estimate the income elasticities of interest, which is discussed in the
next section.

Econometric strategy

To estimate the elasticities of interest, the following model is used

lnðTi þ 1Þ ¼ αþ βðτÞln Ii þ γðτÞXi þ �i (1)

where Ti ¼ household i’s expenditure on international leisure travel, Ii ¼ household i’s total ex-
penditure, the chosen income variable, and Xi is a vector of control variables such as location
dummies, household size, employment dummies, and yearly fixed effects, as described in more
detail in the previous section. Worth noting is that control variables that concern personal, rather
than household, attributes are only included for the reference person in the household as the in-
clusion of the same variables for other household members has little to no effect on the main
coefficients of interest. The coefficients of interest are βðτÞ, which can be interpreted as the income

Table 1. Descriptive statistics.

Variable Mean Std. dev. Min. Max. p.25 p.50 p.75 N

Travel exp. total 13,783 24,029 0 561,477 0 0 20,766 17,924
Travel exp. Swe. 7759 14,648 0 281,810 0 0 10,760 17,924
Travel exp. abroad 6021 12,799 0 334,570 0 0 7524 17,924
Total exp. 355,083 204,306 7731 3,168,246 215,239 317,573 449,182 17,911
Disp. income 427,251 293,881 �455,596 1.15 × 107 261,501 398,706 528,858 17,924
Age 1st person 39.95 21.78 0 79 21 41 59 17,924
Age 2nd person 45.69 16.19 0 93 36 45 57 14,609
Age 3rd person 23.56 16.14 0 93 10 18 38 8804
Age 4th person 12.91 11.75 0 90 5 11 16 5941
Household size 2.79 1.37 1 11 2 2 4 17,924
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elasticity of the τth conditional quantile of the distribution of international leisure travel expenditure.
The income elasticity will therefore be allowed to be different for different conditional quantiles of
the expenditure on leisure air travel. Different income elasticities are in other words estimated for
those households who, given their household characteristics, are, for example, low or high spenders
of international leisure travel.

Since more than half of the sample has zero expenditures on international leisure travel, and since
the log of zero is undefined, the dependent variable is transformed by adding a one to all ob-
servations. This is a common way to address the issue, but it also introduces the risk of bias, as
shown by, for example, Bellemare and Wichman (2020). To avoid this risk, the inverse hyperbolic
sine (IHS) transformation can be used instead. This transformation is also considered in this article,
but as these estimates are very similar to the estimates when the lnðTi þ 1Þ stransformation is used
(see the sensitivity analysis in the Robustness checks section), the lnðTi þ 1Þ transformation is kept
for the main analysis. The fact that less than half of the sample has a positive expenditure on leisure
travel, while the rest of the sample has zero expenditure during the year of the sampling also means
that the dependent variable is censored at zero. This introduces attenuation bias by construction if
standard, ordinary least squared (OLS) based-based methods are used to estimate the elasticities of
interest. Traditionally, different types of Tobit-based estimators have been used to address the issue
of censoring. This includes the original Tobit estimator introduced by Tobin (1958) as well as
different types of hurdle estimators (see, for example, Amemiya, 1984, for an overview). However,
these estimators only produce consistent estimates if two rather strong parametric assumptions hold,
namely, that the error terms are both homoscedastic and normally distributed, something that often is
not the case. Two alternatives that can be estimated without these parametric assumptions are a basic
two-part model, where probit or logit estimation is used for the participation decision and OLS
regression for the quantity decision, and the sample selection model suggested by Heckman (1979),
often denoted the Heckit model. However, both of these rely instead on assumptions of how the zeroes
are generated, specifically if the zeroes are zeroes by choice (the two-part model) or due to some
unobservable sample selection (the Heckit model). In addition to this, neither Tobit-based estimators
nor the two-part or Heckit models allow for heterogeneous estimates of the coefficient of interest,
which is needed to estimate the income elasticities of interest in equation (1). In part due to these
limitations, censored quantile regression (CQR) is instead used as the main method of estimation in
this article. Censored quantile regression is a semi-parametric method developed by Powell (1984,
1986) as an extension of the quantile regression framework introduced by Koenker and Basset (1978).
Contrary to Tobit estimators, CQR is invariant to both the distribution of the error terms and to
potential heteroscedasticity. The method also produces consistent estimates regardless of the reason
for the zeroes to exist in the sample as no assumptions regarding the data generating process is needed.
Hence, the exact reason for some of the households to choose a zero expenditure on international
leisure travel does not need to be known in order to estimate the income elasticities for the different
conditional quantiles for those householdswho have a positive expenditure on this good. In addition to
this, censored quantile regression gives insight into how the whole conditional distribution of the
dependent variable is affected by changes in the variables of interest as estimates at different con-
ditional quantiles of the dependent variable can be estimated. CQR thus enables the estimation of the
type of heterogeneous income elasticities that is of interest in this article. While CQR is the main
method of estimation in this article, standard Tobit and two-part estimates are also included for
comparison. Even though Tobit estimates are likely biased, as discussed above, it is still interesting to
include this estimate since Tobit is still a popular method that many can relate to. In addition, two-part
estimates are included to provide an estimate of the average income elasticity. The two-part model is
chosen instead of the Heckit model since it is better suited when the zeroes in the dependent variable
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are “true” zeroes, that is, when the zeroes are a result of the household decision and not due to
sampling selection, which is likely the case for the consumption of international leisure travel. The
two-part model is estimated using the “twopm” package, written by Belotti et al. (2015) and average
marginal effects, the elasticity in the case of income, are calculated using the built in Stata package
“margins.” In the following subsections, the CQR model, how it is estimated, how the estimated
coefficients are to be interpreted and possible endogeneity issues are described and discussed in more
detail.

Censored quantile regression

For a model linear in the coefficients, such as the general linear model

yi ¼ x0iβτ þ uτ (2)

the conditional regression quantile QyijxiðτÞ is given by

Qyi jxiðτÞ ¼ x0iβðτÞ (3)

where the coefficients βðτÞ are (or at least are allowed to be) different for each quantile. The τth
sample quantile is found by solving the minimization problem

min
β

Xn

i¼1

ρτðyi � xiβÞ (4)

where ρτð�Þ is a check-function such that ρτðλÞ ¼ ðτ � 1ðλ< 0ÞÞλ. Hence

ρτðyi � xiβÞ ¼
(

yi � x0iðβÞ if y> x0iβ

ðτ � 1Þ�yi � x0iβ
�

if y ≤ x0iβ
(5)

The estimation of the coefficients βðτÞ is thus a minimization of asymmetrically weighted
absolute residuals, which can be compared with classical regression methods that instead are based
on a minimization of squared residuals.

In the case of left-censoring at C, y is only observed if y∗ >C and C is observed if y∗ ≤C, and the
conditional regression quantile is now instead given by

QyijxiðτÞ ¼ max
�
C, x0iβðτÞ

�
(6)

The standard estimator for this censored quantile regression model is the Powell (1986) estimator

min
β

Xn

i¼1

ρτðyi �max½C, xiβ�Þ (7)

where ρτð�Þ is the same check-function as before. Given that the estimation of this estimator is
successful, it provides consistent βðτÞ estimates, as shown by Powell (1986). In practice however,
estimation of this partially linear minimization problem, which needs to be estimated using nu-
merical methods, often has issues with convergence. Several attempts to facilitate the estimation
have been made, see, for example, Buchinsky (1994), Buchinsky and Hahn (1998) and Khan and
Powell (2001), and the method that will be used in this article is the three-step procedure developed
by Chernozhukov and Hong (2002), described below.
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The three-step censored quantile regression estimator

The first step in this method is to estimate a probability model where the probability of a non-
censored observation is predicted

δi ¼ p
�
_X
0
iγ
�
þ �i (8)

where δi takes the value 1 if the observation i is not censored and 0 otherwise, pð�Þ is a probability
function modeled by probit in this article, and _X

0
indicates the desired transforms of ðXi, CiÞ. Using

this estimation, the sub-sample J0 ¼ fi : pð _X 0
ibγÞ > 1� τ þ cg is constructed, where c is a

trimming constant strictly between 0 and τ used to reduce the risk of projecting observations that are
not truly non-censored due to a misspecified probability model. The second step is to run a standard
quantile regression estimation on the projected sub-set J0 from the previous step. Hence, β0ðτÞ is
estimated through the minimization problem given in equation (4) using the sub-set J0. This initial
estimator is consistent but inefficient. To increase the efficiency, a new sub-set J1 is constructed

using the estimated β0ðτÞ coefficients such that J1 ¼ fi :X 0
i
bβ0ðτÞ > Ci þ υng where υn is a

small positive number such that
ffiffiffi
n

p
× υn →∞ and υn → 0. The third step is to once again run a

standard quantile regression estimation but using the new sub-set J1, resulting in an estimator that is
both consistent and efficient. To estimate this, the CQIV Stata module written by Chernozhukov
et al. (2012) is used with the exogenous option that allows for estimation of the three-step CQR
estimator. The trimming constant c in the first step described above is allowed to be the default,
which is 0:03. Hence three percent of the sample is trimmed to reduce the risk of a misspecified
probability model. Standard errors for the estimated coefficients are obtained through a non-
parametric bootstrap procedure where the number of repetitions is also the default in the CQIV
module, which is one hundred, and the used seed number is 1477. A higher repetition has also been
considered, which only results marginally smaller standard errors but do not affect the results.

Interpretation of estimated coefficients

The interpretation of the estimated coefficients is the same as for standard quantile regression
estimates. The estimated coefficients are the partial derivatives of the conditional quantile of y with
respect to the regressor of interest. For regressor j, this is given by ∂QyijxiðτÞ=∂xij ¼ βjðτÞ. As
described by, for example, Buchinsky (1998), this derivative is to be interpreted as the marginal
change in the τth conditional quantile due to the marginal change in the jth regressor. As both the
expenditure on international leisure travel and total expenditure are log-transformed, βðτÞ in
equation (1) can be interpreted as the income elasticity for the τth conditional quantile of the
expenditure on international leisure travel directly. That is, howmuch (in percent) the expenditure of
international leisure travel increases when total expenditure increases by one percent, for the
conditional quantile of interest. As the CQR estimator is a conditional estimator, it is important to
keep in mind that the estimated coefficients should be interpreted with respect to the covariates that
are included in the model. Hence, the interpretation is slightly different from OLS-based methods
where the law of iterated expectations allows estimates for the conditional expected value to also be
interpreted for the unconditional expected value. The income elasticity for a high conditional
quantile should therefore be interpreted as the income elasticity for those households who have a
high expenditure on international leisure travel given their observable household characteristics that
have been controlled for. Another, perhaps more intuitive, way to interpret the estimates is provided
by Kowalski (2016) who explains the conditional quantile treatment effect by comparing two
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groups of people with the same observable characteristics but who differ in the main variable of
interest, income in our case. The estimated income elasticity in this article is then the percentage
difference in expenditure on international leisure travel between two groups that have the same
covariates but where one of the groups has one percent higher total expenditure than the other group.

Possible endogeneity issues

While the censored quantile regression framework successfully deals with the bias that comes from
the censoring mechanism, potential issues with endogeneity still remain. One such concern is the
possible issue of self-selection, especially that those who wish to travel internationally self-select
into higher total expenditure brackets because of this wish. For this to be an issue however, increased
expenditure on international leisure travel must be specifically targeted by the households. If the
households self-select into higher income brackets just to consume more in general, no such issue
exists. While there might be a few occurrences of these travel fanatics, we argue that most
households strive for higher income brackets to increase their overall consumption and that if this
bias is present, it is limited. Another concern is that there might be omitted variables that affect both
total expenditure and the expenditure on leisure travel. Apart from the variables that are already
controlled for, it is however not clear what omitted variables could be an issue. While it is important
to show some caution when interpreting the estimated income elasticities, we argue that issues with
endogeneity, if present, should be small as there are no obvious issues that are not addressed.

Main results

The main estimates of interest are the estimated income elasticities, the coefficients before ln I in
equation (1), for different conditional quantiles. For the main analysis, this is estimated for all the
years included in the data set (i.e., 2003–2009 and 2012). For the analysis of the distributional effect
of the financial crisis in 2008, two separate estimations are made: one for the year 2007 and another
for the year 2009. The estimated quantile effects are then compared.

In Table 2, the estimates for the main analysis are presented for every 10th quantile between 55 and 95
when the three-step CQR estimation method is used (due to the censoring, the first quantile with positive
expenditure is the 51st quantile). Tobit and two-part model estimates are also included for comparison. For
brevity, only the income elasticity coefficient estimates are included in Table 2, but in all estimations, the
full set of covariates has been included. Full estimation tables where all the covariates are included are
provided in the Online Appendix A1. The income elasticity estimates are also plotted in Figure 3, for
quantiles larger than 50, where the two-part estimate is included as a straight line for comparison.

As can be seen in both Table 2 and Figure 3, the CQR estimations show overall high income
elasticities that start very high for the lower conditional quantiles, those households who spend the
least on international leisure travel compared to their compeers, and decrease steadily as spending
on international leisure travel increases. As the estimates can be interpreted as income elasticities
directly, it can be seen that for the 55th conditional quantile the estimated income elasticity is about
5. This means that when income increases by 1%, expenditure on leisure travel increases by
approximately 5% for households that spend relatively little on international leisure travel. For those
households who spend the most on international leisure travel compared to households with similar
background characteristics, the income elasticity estimates are around 1. For those households who
spend the least on international leisure travel compared to their compeers therefore, international
leisure travel is a strong luxury good. As households spend more money on international leisure
travel, the income elasticity steadily reduces until it reaches levels that are close to unit elasticity for
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the highest spenders, conditional on the covariates. The average income elasticity, as estimated with
the two-part model, is very close to 3, which is slightly higher than the average estimated in the
meta-analysis made by Peng et al. (2015). Worth noting is that the elasticity estimated using Tobit is
way off in relation to both the CQR and two-part estimation, indicating that caution should be shown
when using this method in cases where heterogeneous effects are to be expected.

These results have several practical implications for both policy makers and managers in the
tourism industry. For managers in the tourism industry, the observed heterogeneity in income
elasticities can be used to improve the efficiency of marketing efforts. Since travel agencies, hotels,
and airlines often have customer data on how much households spend on their tourist products (as
well as other background characteristics), they can target households who consume relatively little
on their product with offers that simulate increased income. One example could be extra bonuses or
“miles” for the first dollars that are spent on their product. Also, they can coordinate marketing
toward low-expenditure households with policy measures that boost income levels, such as stimulus

Figure 3. Estimated income elasticities with corresponding confidence intervals. CQR estimates for the
quantiles 51 to 99. Two-part estimate included for comparison.

Table 2. Income elasticity estimates from CQR, Tobit, and two-part estimations.

Variables Quantile 55 Quantile 65 Quantile 75 Quantile 85 Quantile 95

ln I, CQR 5.331*** 2.170*** 1.466*** 1.124*** 0.952***
(0.123) (0.0488) (0.0335) (0.0260) (0.0257)

ln I, Tobit 5.710***
(0.147)

ln I, two-part 2.974***
(0.0720)

Standard errors in parentheses. Tobit and two-part estimates are average marginal effects and not estimated for each
quantile.
***p < 0.01, **p < 0.05, *p < 0.1.
Adjusted R2 two-part model: 0.0914 (1st step) and 0.1646 (2nd step).
Prob > F two-part model: 0.0000 (in both 1st and 2nd steps).
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checks or tax-cuts, as these households are more likely to spend more money on tourism products.
From policy makers point of view, fiscal policy to boost the economy through increased disposable
income will be very effective to increase the demand for tourism products, and this increased
demand will mainly be driven by the households who spend the least on the product. In addition,
policy that affects the price of tourism (aviation taxes, for example) is likely to affect the low
spenders more than high spenders (since price effects are driven by both substitution and income
effects).

The theoretical results in Matsuyama (2002) and Morley (1998) can also be used to understand
the distribution of income elasticities that is estimated. The observed pattern is exactly what is
expected by Matsuyama’s (2002) theory for a luxury product that has reached some market maturity
as international tourism is a strong luxury good for those who spend the least on it and then
continuously goes toward being a necessity for households who spend the most on the good. The U-
shape pattern that is hypothesized by Morley (1998) on a country level also seems to be present on a
household level, when expenditure levels rather than income are considered, at least for the part of
the curve that can be estimated. As the household equivalent of the relatively poor countries will not
afford to travel internationally, their income elasticity cannot be estimated. The curve instead starts
at the equivalent of middle income countries, those who can just afford to travel internationally so
that half of Morley’s U-shape pattern is visible. One theoretical implication of this result is thereby
that the estimated pattern of income elasticities can be seen as a snap-shot of the market penetration
of outbound international tourism in Sweden. As income levels, and thereby tourism expenditure
levels, continue to increase, the market will mature further as more households start to see in-
ternational tourism as a necessity rather than a luxury, and this “flattening” of the curve will have a
downward pressure on the average income elasticity. This also suggests that the annual growth rate
of international tourism will, at least at some point, decrease as the international tourism market
matures. This does however also depend on whether the shape of the income elasticity curve along
the expenditure distribution is the same in other countries. Understanding this type of household
heterogeneity can therefore also be useful in forecasting models. Applying the intuition from
Morley (1998) on the results also suggests that a larger share of households might participate in
international tourism as income levels continue to increase. This is however not necessarily the
case, as income constraints is far from the only reasons that households choose not to travel
internationally.

Another theoretical prediction in Matsuyama (2002) is also that the price of the good will
decrease due to economies of scale as the demand of it increases. This is applicable to some aspects
of international tourism, but not as much in others. The long term trend of decreasing prices in the air
travel sector could, for example, in part be explained by this type of reasoning: as demand increases,
and the good is not seen as the highest of luxury any more, the airlines can use advantages of
economies of scale and expand the market by introducing low price carriers. Other parts of in-
ternational tourism are however more labor intensive, and this type of downward pressure due to
economies of scale in the production process will not be present to the same degree. It is therefore far
from given that one should expect decreasing price levels in international tourism as a whole, and as
we saw in Figure 2(b) in the Literature Review and Empirical Background section the price index
for international travel from Sweden has been trendless between 1980 and 2017. Matsuyama’s
theory together with the presented results also has implications for how the aggregate “good” of
international tourism develops over time. As households get richer over time, what is part of their
international travel portfolio changes and includes more of the items that previously only the richest
households could afford. One clear example is in the choice of transportation. Not long ago, very
few households could afford to travel by air and went abroad by train, boat (in the countries where it
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was possible), or by car. As households became richer, more and more turned to air travel, which in
Sweden has resulted in that more than 90% of all international travel currently is made by air.
Similar developments can be seen in the choice of destination, which in part is connected to the
choice of transportation. Bali was once a destination of a life time for most Swedes, if even that, now
it has become a common destination for middle class households. As air travel slowly is going
toward becoming a necessity for most tourists, by Matsuyama’s theory, it is only a matter of time
until the “next” luxury good appears. One can of course only speculate what good this could be, but
space tourism could, for example, be one interesting candidate, something that is suggested by, for
example, Hart (2018). Regardless of what exactly the “next luxury” will be, the international
tourism product is dynamic and constantly changing. Those actors in the industry who can predict
what the next luxury will be, or perhaps even influence it themselves through marketing, will also
likely get a competitive advantage in the industry. The predicted decrease in the income elasticity for
international tourism at the aggregate level will also likely be slowed down if the level of luxury in
the good is updated continuously.

Turning next to the distributional effect of the financial crisis, the estimated income elasticities
for each conditional quantile in the year before and after the crisis year is presented in Figure 4.

As can be seen, there seems to be a small distributional shift outward with the post-crisis income
elasticities being slightly larger than the pre-crisis elasticities, for almost all quantiles. The standard
errors are however much larger for these two estimations, which of course is expected since the
sample size for each estimation is considerably smaller than in the full estimation, and while the
income elasticities are still significant the confidence intervals for the 2 years are overlapping for
many quantiles. Hence, a null hypothesis that the income elasticities are the same before and after
the crisis cannot be rejected for many quantiles. Even though a clear tendency can be seen when
looking at the point estimates for the 2 years, it cannot be definitely concluded that the income
elasticities are larger after the 2008 financial crisis, at least for the whole distribution. These results
go in line with the results in Alegre and Pou (2016). This means that the Swedish households’
sensitivity to income changes remains robust after the financial crisis of 2008, which is good news as
this means that the demand for international tourism should recover fast as income levels starts to

Figure 4. Estimated income elasticities with corresponding confidence intervals for the year before and after
the 2008 financial crisis. CQR estimates for the quantiles 51 to 99.
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increase again (which is also what happened, as can be seen in Figure 1 in the Data section). In
particular, this robustness is more or less the same along the whole expenditure distribution. When
applying these results on the current COVID-19 pandemic and the resulting global economic
downturn two things can be said. As traveling restrictions become looser, there will still exist a
downward pressure on international tourism due to decreases in income levels as a result of the
economic downturn around the world. However, when income levels start to increase again the
demand is likely to increase fast due to the high income elasticities. Of course, this does not take into
account any behavioral effects that the COVID-19 crisis has had on international travelers, which
may very well be present in both directions (that people travel internationally more than before to
“catch up”missed travel opportunities or that they travel less as the concern for contamination is still
present).

Robustness checks

We now turn to robustness checks. First, the covariates that are used are introduced in a step-wise
fashion to examine how sensitive the estimates are to new control variables. As can be seen in
Table 3, which presents the results for the 55th conditional quantile estimated with CQR, the
estimated coefficient for ln I is stable during this procedure. This gives an implicit indication that
omitted variable bias might not be a big issue in the estimation. The estimation for the 55th
conditional quantile is also the estimation that is the least stable to the step-wise inclusion of the
covariates of all the estimated quantiles. Similar step-wise inclusions for estimations at the other
estimated quantiles are even more stable to this procedure.

Second, it could be that the estimates are sensitive to the precise definition of the dependent or
main explanatory variable. In the case of the dependent variable, the one that is used in the main
specification is the total expenditure on international leisure travel that the household has in a year.
Since data on expenditures made in Sweden only, such as expenditure on air travel and pre-paid
hotels, as well as data on expenditures made on location are available separately, it is possible to
examine how sensitive the estimates are to alternative definitions of the main dependent variable.
The main specification is therefore here estimated using the variable that captures the expenditure on
international leisure travel that is only paid in Sweden (such as expenditure on air travel and pre-paid
hotels), as well as the part that is paid once on location, as the dependent variable separately. As can
be seen in Table 4, the estimates when these two variables are used as the dependent variable are
however very similar to the corresponding estimations in Table 2. The estimates do therefore not
seem to be sensitive to the exact definition of the dependent variable. Similarly, in the case of the
main explanatory variable, one could argue that using total expenditure as the income variable
instead of disposable incomemight yield biased estimates. As can be seen in Table 4 however, this is
likely not the case as the estimates when the log of disposable income is used as the main ex-
planatory variable instead of the log of total expenditure (keeping the dependent variable the same as
in the main specification) are also similar to the estimates when total expenditure is used. The only
difference is that the estimates are slightly lower, which is to be expected since consumption of
leisure travel most likely is smoothed through savings or credit, something that is not accounted for
when disposable income is used as the income variable.

As there could be a potential bias from the fact that a 1 is added to the dependent variable before it
is logged, the inverse hyperbolic sine transformation is also considered. According to Bellemare and
Wichman (2020), this transformation takes care of the potential source of bias at the same time as the
resulting estimates can be interpreted in the same way as when the log-transformation is used, as
long as the mean of the variable is large enough (larger than 10 is a suggested limit, which is the case
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in this paper). As can be seen in Table 5, the estimates of the income elasticity for most estimations
are very similar to the estimates when the log-transformation is used.

In addition to the ones that have been examined here, a sensitivity analysis has also been done with
regard to different censoring points, where slightly higher censoring points are used instead of 0.

Table 3. Step-wise inclusion of covariates for the 55th quantile using CQR estimation.

Variables (1) (2) (3) (4) (5) (6)

ln I 5.760*** 6.728*** 5.913*** 5.393*** 5.319*** 5.331***
(0.141) (0.169) (0.131) (0.138) (0.129) (0.123)

Family size �1.002*** �0.918*** �0.882*** �0.820*** �0.808***
(0.0650) (0.0504) (0.0545) (0.0556) (0.0535)

Big city 3.280*** 2.556*** 2.559*** 2.607***
(0.145) (0.150) (0.140) (0.136)

Medium city 1.927*** 1.444*** 1.430*** 1.429***
(0.145) (0.150) (0.140) (0.138)

Entrepreneur, 1st member 0.211 0.0838 0.0881
(0.296) (0.282) (0.269)

Student, 1st member 1.166*** 1.310*** 1.406***
(0.220) (0.210) (0.201)

Unemployed, 1st member �2.303*** �2.545*** �2.303***
(0.432) (0.388) (0.372)

Retired/stay-at-home, 1st member �1.469*** �1.779*** �1.636***
(0.180) (0.201) (0.192)

Other employment, 1st member �1.804*** �1.698*** �1.844***
(0.561) (0.529) (0.523)

Educated, 1st member 1.483*** 1.381*** 1.369***
(0.150) (0.143) (0.137)

Age first person 0.0115*** 0.0123***
(0.00390) (0.00373)

Year 2004 0.528**
(0.225)

Year 2005 0.623***
(0.231)

Year 2006 0.489**
(0.237)

Year 2007 0.868***
(0.224)

Year 2008 0.768***
(0.228)

Year 2009 0.616***
(0.230)

Year 2012 0.942***
(0.215)

Constant �66.82*** �76.43*** �68.19*** �61.41*** �61.04*** �61.93***
(1.789) (2.067) (1.595) (1.690) (1.584) (1.514)

Observations 17,379 17,377 17,378 17,380 17,378 17,379
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The results from this sensitivity check are included in Online Appendix A2, where the estimation is
done for the 55th quantile, and show little to no effect on the estimated income elasticities. Overall
the estimated income elasticities are therefore robust to the possible sources of bias that can be
checked for.

Conclusion

In this paper, we estimate heterogeneous income elasticities of international leisure travel demand
for Swedish households based on their relative consumption levels. This is done using the Swedish
Household Budget survey for the years 2003–2009 and 2012 where estimation is made with
censored quantile regression. The results show that a great heterogeneity in the income elasticities
exists, being the highest for the households who consume the least of international tourism relative
their peers, with an estimated income elasticity of 5.3, and then steadily decreasing as the
relative expenditure on the good increases until it reaches an income elasticity of less than 1 for
the relative top spenders of the good. The results further show that the effect of the financial crisis
on the distribution of income elasticities is minimal, although a small tendency for an outward shift
in the distribution is present, with overall larger income elasticity estimates the year after the crisis
than the year before.

Table 4. Income elasticity estimates for alternative travel expenditure and income variables.

Dependent variable Quantile 55 Quantile 65 Quantile 75 Quantile 85 Quantile 95

ln (Tabroad + 1), CQR 4.861*** 2.857*** 1.615*** 1.261*** 0.993***
(0.100) (0.0665) (0.0325) (0.0339) (0.0320)

ln (TSweden + 1), CQR 5.044*** 2.961*** 1.681*** 1.193*** 0.999***
(0.133) (0.0797) (0.0369) (0.0272) (0.0263)

Income variable Quantile 55 Quantile 65 Quantile 75 Quantile 85 Quantile 95

ln (Idisp), CQR 4.668*** 1.878*** 1.229*** 0.798*** 0.674***
(0.121) (0.0482) (0.0357) (0.0252) (0.0287)

Standard errors in parentheses.
*** p < 0.01, **p < 0.05, *p < 0.1.

Table 5. Income elasticity estimates when the IHS transformation is used.

Variables Quantile 55 Quantile 65 Quantile 75 Quantile 85 Quantile 95

IHS (I), CQR 5.682*** 2.170*** 1.467*** 1.124*** 0.952***
(0.130) (0.0489) (0.0341) (0.0260) (0.0257)

IHS (I), Tobit 6.083***
(0.157)

IHS (I), two-part 3.160***
(0.0771)

Standard errors in parentheses. IHS: inverse hyperbolic sine. Tobit and two-part estimates are average marginal effects and
not estimated for each quantile.
***p < 0.01, **p < 0.05, *p < 0.1 adjusted R2 two-part model: 0.0914 (1st step) and 0.1645 (2nd step).
Prob > F two-part model: 0.0000 (in both 1st and 2nd steps).

Stråle 19



The results can be used by managers in the tourism industry and governmental policy makers
alike. For the tourism industry, the largest effect on sales can be achieved if households with
relatively low travel consumption are targeted in marketing efforts. Marketing that simulates
income increases, such as end of year bonuses, will likely be very effective when addressed
specifically to these households. Marketing can also be coordinated with stimulus checks or other
governmental policy measures that increases households’ income. From a governmental policy point
of view, it is clear that policy that affects income will also have a large effect on the demand for
international tourism, and that this is especially driven by the low spenders. As the distribution of
income elasticities remained stable when the 2008 financial crisis hit, it is likely that the economic
parts of the decreased tourism demand will recover as the world starts to open up after the COVID-19
pandemic, at least in Sweden. Of course, there are also a lot of other behavioral aspects that can
affect the recovery of international tourism that have not been addressed in this paper.

The results together with the theoretical predictions of Matsuyama (2002) and Morley (1998)
also increase the understanding of structural change in demand for international tourism, and why
global income elasticities seem to decrease over time (as found by, for example, Gunter and Smeral,
2016). The estimated pattern of elasticities becomes a snap-shot of this process, and as more and
more households start to view the good as a necessity the average income elasticity decreases, as
well as the growth rate of international tourism demand. In addition, the results also provide some
theoretical implications for price changes in the tourism industry as well as how the international
tourism “good” develops in terms of luxury, specifically when it comes to the mode of transportation
and type of destination.

Further research is however needed. Even though this paper is an important contribution, the
literature on this type of heterogeneity is still very sparse. Similar analyses should be done for other
countries as different countries likely are in different stages of the market maturity. One limitation
with this article is also that the data are 10 years old, and research with newer data would therefore be
very helpful. Further analysis with regard to the COVID-19 pandemic is also warranted as the
current crisis at its heart is not an economic crisis. It is also possible that accounting for this type of
heterogeneity can help improve forecasting accuracy, much like Smeral (2017) showed at an
aggregate level, which also is an interesting area of future research.
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Kamb A and Larsson J (2018) Klimatpåverkan Från Svenska Befolkningens Flygresor 1990-2017. Technical
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Appendix  

Appendix A.1. Full estimation results tables  

Below are the full estimation table for the CQR estimation where the coefficients for the used 

covariates and their standard errors are included in addition to the estimated income elasticities. Full 

estimation results for the Tobit and two-part estimations are also provided.   

Table A1: Full table for Tobit, two-part and CQR estimates of the income elasticity of international leisure travel 
 

        

VARIABLES Tobit Two-part Quantile 55 Quantile 65 Quantile 75 Quantile 85 Quantile 95 

  (marg. 

effects) 
     

        

ln(I) 5.710*** 2.974*** 5.331*** 2.170*** 1.466*** 1.124*** 0.952*** 
 (0.147) (0.0720) (0.123) (0.0488) (0.0335) (0.0260) (0.0257) 

Family Size -0.942*** -0.464*** -0.808*** -0.260*** -0.126*** -0.0535*** -0.0128 
 (0.0677) (0.0334) (0.0535) (0.0216) (0.0149) (0.0118) (0.0118) 

Big city 2.708*** 1.377*** 2.607*** 0.818*** 0.473*** 0.327*** 0.241*** 
 (0.169) (0.0830) (0.136) (0.0553) (0.0388) (0.0303) (0.0293) 

Medium city 1.140*** 0.526*** 1.429*** 0.438*** 0.206*** 0.114*** 0.0957*** 
 (0.178) (0.0854) (0.138) (0.0563) (0.0395) (0.0308) (0.0296) 

Entrepreneur, 1st 

member 
0.222 0.178 0.0881 0.126 0.135* 0.0951 0.144** 

 (0.320) (0.169) (0.269) (0.110) (0.0770) (0.0606) (0.0591) 

Student, 1st member 1.391*** 0.688*** 1.406*** 0.365*** 0.189*** 0.109** 0.161*** 
 (0.246) (0.127) (0.201) (0.0819) (0.0575) (0.0454) (0.0437) 

Unemployed, 1st 

member 
-2.372*** -1.048*** -2.303*** -6.659*** -0.648*** -0.306*** -0.0704 

 (0.520) (0.230) (0.372) (0.148) (0.106) (0.0828) (0.0764) 

Retired/stay-at-home, 

1st member 
-1.663*** -0.780*** -1.636*** -0.601*** -0.215*** -0.0847** -0.0162 

 (0.245) (0.118) (0.192) (0.0783) (0.0547) (0.0428) (0.0416) 

Other employment, 1st 

member 
-1.762*** -0.815*** -1.844*** -0.957*** -0.465*** -0.269** 0.00545 

 (0.680) (0.309) (0.523) (0.208) (0.152) (0.118) (0.113) 

Educated, 1st member 1.776*** 0.957*** 1.369*** 0.413*** 0.253*** 0.174*** 0.148*** 
 (0.159) (0.0854) (0.137) (0.0560) (0.0393) (0.0306) (0.0294) 

Age first person 0.0113** 0.00636*** 0.0123*** 0.00399*** 0.00255** 0.00245*** 0.00320*** 
 (0.00468) (0.00231) (0.00373) (0.00152) (0.00106) (0.000831) (0.000821) 

Year 2004 0.405 0.192 0.528** 0.222** 0.123* 0.0672 0.0612 
 (0.283) (0.138) (0.225) (0.0915) (0.0643) (0.0505) (0.0483) 

Year 2005 0.667** 0.320** 0.623*** 0.352*** 0.196*** 0.137*** 0.147*** 
 (0.288) (0.143) (0.231) (0.0939) (0.0660) (0.0520) (0.0501) 

Year 2006 0.238 0.128 0.489** 0.258*** 0.172** 0.163*** 0.104** 
 (0.294) (0.144) (0.237) (0.0964) (0.0677) (0.0530) (0.0507) 

Year 2007 0.892*** 0.456*** 0.868*** 0.412*** 0.274*** 0.230*** 0.249*** 
 (0.283) (0.140) (0.224) (0.0916) (0.0643) (0.0507) (0.0487) 

Year 2008 0.427 0.224 0.768*** 0.338*** 0.279*** 0.256*** 0.248*** 
 (0.289) (0.143) (0.228) (0.0923) (0.0647) (0.0509) (0.0490) 

Year 2009 0.524* 0.287** 0.616*** 0.384*** 0.268*** 0.261*** 0.200*** 
 (0.289) (0.143) (0.230) (0.0933) (0.0656) (0.0515) (0.0498) 

Year 2012 0.688** 0.390*** 0.942*** 0.506*** 0.346*** 0.309*** 0.219*** 
 (0.269) (0.133) (0.215) (0.0873) (0.0613) (0.0482) (0.0462) 

Constant -70.31***  -61.93*** -18.76*** -9.113*** -4.358*** -1.741*** 
 (1.806)  (1.514) (0.600) (0.411) (0.320) (0.318) 

 

Observations 

 

17,911 

 

17,911 

 

17379 

 

17377 

 

17380 

 

17378 

 

17378 
        

        

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 



Appendix A.2. Additional sensitivity checks 

Below are the estimated income elasticities when different censoring points are used. Censoring 

points between ln 100 and ln 500 are used and censoring at zero, which is used in the main analysis, 

is also included for comparison. 

Table A2: Alternative censoring points for a CQR estimation at the 55th conditional quantile 

       

VARIABLES C = 0 C = ln100 C = ln200 C = ln300 C = ln400 C = ln500 

       

ln(I) 5.331*** 5.195*** 5.205*** 5.221*** 5.229*** 5.240*** 
 (0.123) (0.127) (0.124) (0.121) (0.120) (0.117) 

Family Size -0.808*** -0.800*** -0.798*** -0.806*** -0.802*** -0.800*** 
 (0.0535) (0.0543) (0.0531) (0.0516) (0.0514) (0.0502) 

Big city 2.607*** 2.859*** 2.856*** 2.849*** 2.829*** 2.824*** 
 (0.136) (0.138) (0.135) (0.131) (0.130) (0.127) 

Medium city 1.429*** 1.234*** 1.228*** 1.212*** 1.193*** 1.171*** 
 (0.138) (0.141) (0.138) (0.134) (0.133) (0.130) 

Entreprenur, 1st member 0.0881 0.0269 0.0358 0.0404 0.0437 0.0424 
 (0.269) (0.273) (0.267) (0.260) (0.258) (0.253) 

Student, 1st member 1.406*** 1.490*** 1.480*** 1.461*** 1.446*** 1.479*** 
 (0.201) (0.205) (0.201) (0.195) (0.194) (0.190) 

Unemployed, 1st member -2.303*** -1.411*** -1.410*** -1.355*** -1.367*** -1.472*** 
 (0.372) (0.369) (0.361) (0.351) (0.350) (0.342) 

Retired/stay-at-home, 1st 

member 
-1.636*** -1.346*** -1.334*** -1.350*** -1.332*** -1.347*** 

 (0.192) (0.195) (0.191) (0.186) (0.185) (0.181) 

Other employment, 1st 

member 
-1.844*** -1.283** -1.324*** -1.342*** -1.333*** -1.328*** 

 (0.523) (0.516) (0.506) (0.490) (0.488) (0.476) 

Educated, 1st member 1.369*** 1.859*** 1.870*** 1.866*** 1.878*** 1.872*** 
 (0.137) (0.139) (0.136) (0.132) (0.131) (0.128) 

Age first person 0.0123*** 0.0142*** 0.0141*** 0.0142*** 0.0136*** 0.0142*** 
 (0.00373) (0.00378) (0.00370) (0.00360) (0.00358) (0.00350) 

Year 2004 0.528** 0.491** 0.494** 0.520** 0.482** 0.488** 
 (0.225) (0.229) (0.225) (0.218) (0.217) (0.213) 

Year 2005 0.623*** 0.504** 0.518** 0.531** 0.516** 0.520** 
 (0.231) (0.236) (0.231) (0.224) (0.223) (0.219) 

Year 2006 0.489** 0.285 0.293 0.295 0.273 0.293 
 (0.237) (0.242) (0.237) (0.230) (0.229) (0.224) 

Year 2007 0.868*** 0.773*** 0.759*** 0.780*** 0.754*** 0.767*** 
 (0.224) (0.229) (0.224) (0.218) (0.217) (0.212) 

Year 2008 0.768*** 0.611*** 0.604*** 0.622*** 0.554** 0.564*** 
 (0.228) (0.232) (0.227) (0.221) (0.220) (0.215) 

Year 2009 0.616*** 0.618*** 0.621*** 0.621*** 0.616*** 0.606*** 
 (0.230) (0.234) (0.230) (0.223) (0.222) (0.217) 

Year 2012 0.942*** 0.865*** 0.872*** 0.902*** 0.878*** 0.886*** 
 (0.215) (0.219) (0.214) (0.208) (0.207) (0.203) 

Constant -61.93*** -61.34*** -61.47*** -61.66*** -61.72*** -61.90*** 
 (1.514) (1.557) (1.524) (1.484) (1.476) (1.444) 

Observations 17379 17377 17373 17364 17362 17345 

       

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Abstract

This paper evaluates the effects of the Swedish aviation tax, which

was introduced in April 2018, on the price and demand for international

air travel using the synthetic control group method. No significant effect

on the price index of international air travel is found, but the effect on the

number of international passengers from Sweden is large, significant and

robust. The effect starts at a decrease in passengers, when compared to

the synthetic control group, of almost 6 percent in the first quarter after

the tax. The effect becomes stronger over time, ending at a decrease of

almost 13 percent in the last quarter of 2019. Using web-scraped route

level price data together with an estimated price elasticity of international

air travel, it is shown that the expected passenger effects ought to be a

decrease by around 1–2 percent if the demand response is only due to

increases in prices from the tax. This suggests that the tax in addition

to a potential price effect has a strong signal effect, likely stemming from

the media attention surrounding the tax, which adds to the budding

literature that shows that environmental taxes can have larger effects

than what pure price effects would suggest.
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1 Introduction

Emissions from air travel continue to increase globally, mainly due to rising

demand. This has also been the case in Sweden, and in an attempt to brake

the continued increase in air travel demand the Swedish government introduced

an aviation tax in April 2018. The tax is a fixed tax per passenger and the

level of the tax is distance based, starting at around 6 Euros (60 SEK) for

trips within Europe and ending at 40 Euros (400 SEK) for trips that are longer

than 6000 km. This paper estimates the effects of this tax, on international

passenger demand as well as price, through the use of the synthetic control

group method (SCM), where Sweden is used as the treatment group and other

European countries are used as potential donor countries for a synthetic control

group. The effects on the share of the population that travels internationally

are estimated, as well as the effect the tax has on a price index of international

air travel. Using web-scraped price data together with an estimated price elas-

ticity, the expected demand response is further compared with the estimated

passenger effect. This is done to evaluate how much of the passenger effect

that can be explained by a price effect from the tax and how much that can be

attributed to a signal effect of the tax.

While several countries have introduced different types of air travel taxes,

the economic literature about their effects is relatively scarce. The estimated

effects in the literature are also somewhat conflicting. A few examples include

Borbely (2019) and Falk and Hagsten (2019) who analyze the German and

Austrian aviation tax. Borbely (2019), who employs the synthetic control group

method at an airport level, find that the tax, which is of a very similar size

as the Swedish tax, reduces the total number of passengers from Germany by

2 percent, and that this effect can mostly be explained by the effect at low-

cost carrier dominated airports as well as a leakage of passengers to airports

close to the German border. Falk and Hagsten (2019) use a panel difference-

in-difference approach to evaluate the effect of the tax in both Germany and

Austria. They find larger effects than Borbely (2019), namely a reduction in

international passengers by 9 percent the first year and 5 percent the second

year after the introduction of the tax. They find no evidence of passengers

choosing airports in neighboring countries to avoid the tax, but they also find
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that the main driver of the effect is found at low cost-carrier airports. Seetaram

et al. (2014) use an auto-regressive distributed lag model to estimate income,

price and tax elasticities of route level international travelers from the UK, and

find modest tax elasticities for most destinations, indicating a low effect of the

tax on the number of passengers. In addition to these ex post evaluations, there

are a few papers that use assumptions on price elasticities and price pass-over

from the tax to simulate the effects in a modeling environment. Mayor and

Tol (2007) and Forsyth et al. (2014) are two examples, where the British air

passenger duty and Australian aviation tax are evaluated respectively.

While it is tempting to use price elasticities to make a quick evaluation of

how large demand effects will be from a tax that will be introduced, a growing

literature does however show that effects of environmental taxes often are larger

than what is expected from their price effects. Andersson (2019) shows that

the tax elasticity of the Swedish CO2-tax, implemented in 1991, is three times

higher than the price elasticity. Li et al. (2014) finds that the effect of gasoline

taxes in the US is larger than the expected price effects, and shows that salience

through media coverage of the tax is a plausible explanation for this. Similarily,

Rivers and Schaufele (2015) find that the effect of the carbon tax in British

Columbia, Canada, on the demand for gasoline is 4.1 times larger than an

equivalent change in a tax-exclusive price.

The main findings in this paper are that the tax has a strong negative effect

on the demand for international air travel, an effect that seems to be increasing

over time. The effect the first quarter after the tax is a decrease in passengers

by 5.7 percent, when compared to the synthetic control group. This effect

grows steadily stronger for every quarter after the tax, ending at a decrease in

passengers of 12.9 percent the last quarter of 2019. These effects are strongly

significant and very robust to changes in the specification. No significant effect

is however found on the price index of international air travel. Given the size

of the tax and the fact that we are using a price index for the estimation

this is not surprising. Using the web-scraped data, and the estimated price

elasticity of −0.76, it is however shown that the passenger effects are much

larger than can be explained by a pure price effect of the tax, even if the tax

had a full pass-over to the ticket prices (i.e. that the prices increased by the

exact tax amount). Assuming a full pass-over, the expected demand effect from

3



the price increase is a decrease in demand of between 1 and 2 percent. Since

the estimated passenger effects are much higher, this suggests that the tax in

addition to a (potential) price effect had a strong signal effect that affected the

behavior of Swedish travelers.

The fact that the effect of the tax is increasing also suggests that there is

a behavioral response in addition to a potential price effect. As air travel is

closely linked to the environmental movement, a movement that got extra fuel

when the Fridays-for-future movement with Greta Thunberg in the lead started

to raise awareness further, it is possible that part of the estimated passenger

effect comes from an increase in environmental awareness. This is especially a

“risk” during the second year of the tax, as Greta Thunberg started to rise to

fame during the last months of 2018. However, using Google Trends search data

we show that the popularity of Greta Thunberg in terms of Google searches is

very similar in Sweden as in the countries that are part of the synthetic control

group. This, together with the timing of the decrease in passengers (which

happens exactly when the tax is introduced), suggests that the tax indeed

has a strong effect on the demand of international air travel. It can however

not be ruled out that the increasing effects over time comes from a relatively

higher environmental awareness with respect to air travel in Sweden than in

the synthetic control group.

This paper therefore contributes to both the literature on the evaluation of

aviation taxes as well as the literature on the salience of environmental taxes.

Given that the evidence from the existing literature on the effects of aviation

taxes show different effects, sometimes even contradicting effects, this paper

makes a valuable addition to the literature on aviation taxes. This is especially

the case since, to the best of our knowledge, no paper has been published

where the Swedish aviation tax has been evaluated. In addition, this is the

first paper that shows that the tax effects from an environmental aviation tax

is higher than the expected price effects, just as the literature on salience in

environmental taxes has shown can be the case for carbon and gasoline taxes.

Understanding how effective aviation taxes are to hamper the demand of air

travel is especially important given how emission-intensive air travel is, and

as international air travel has been steadily increasing up until the Covid-19

pandemic. The results are therefore useful for policy makers that aim to reduce
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the emissions from the aviation sector.

The rest of the paper is organized as follows. In the next section, the

aviation tax is described. Section 3 presents the econometric strategy that is

employed in the paper and section 4 describes the data that is used. Section 5

presents and discusses the results of the paper, section 6 provides a robustness

analysis of the results and section 7 concludes.

2 The aviation tax

The tax is a fixed tax per passenger where the level is based on the distance

of the final destination from Arlanda Airport. The tax was voted through the

parliament in September 2017 and is applied to all commercial flights, where

the airplane is registered for carrying 10 passengers or more, taking off from a

Swedish airport from April 1st 2018 and onward.

All passengers on the flights are included except infants (children younger

than 2 years), transfer passengers from flights from outside of Sweden that are

made within 24 hours, and the cabin crew. The responsibility for paying the tax

is put on the airline, but the tax is usually communicated to the customers by

the airline in the price specification before the booking is made. The tax-levels

are, with a few exceptions, implemented as follows.

• Countries completely within Europe: 60 SEK / passenger (tax-zone 1).

• Countries completely or partially within another continent with a dis-

tance of at most 6000 km from Arlanda airport: 250 SEK / passenger

(tax-zone 2).

• Countries in a different continent than Europe with a distance of at least

6000 km: 400 SEK/passenger (tax-zone 3).

3 Econometric strategy

To estimate the effect of the tax on the number of international passengers and

the price of air travel, the synthetic control group method (SCM) developed by

Abadie et al. (2010) and Abadie et al. (2015) is used. The main purpose of the

5



SCM is to estimate a counterfactual outcome using a data driven approach that

minimizes differences between the treatment group, in this case Sweden, and a

control group that is constructed through a weighted average of countries that

are similar to Sweden. By creating a control group that mimics the development

of international air passengers, or the price index of air travel, before the tax

is introduced in Sweden, counterfactual outcomes of international passengers

and price index are estimated that represent the levels in Sweden if no tax

had been introduced. The difference between Sweden and the synthetic control

group after the tax thereby becomes the estimated effect of interest, under

the assumption that the synthetic control group still successfully mimics the

counterfactual development in Sweden without the tax.

Formally, following the terminology of Abadie et al. (2010) and Abadie

et al. (2015), we have a sample of J + 1 countries indexed by j, where unit

j = 1 is Sweden (the country of interest) and units j = 2 to j = J + 1 is the

donor pool of potential control countries. There are t = 1, ..., T time periods

where time periods t, ..., T0 are the preintervention periods and T0+1, ..., T are

the postintervention periods. A synthetic control is represented by a (J × 1)

vector of weights W = (w2 + ... + wJ+1)
′, with 0 ≤ wj ≤ 1 for j = 2, ..., J

and w2, ..., wJ+1 = 1. The choice of a particular value of W is thereby a choice

of a synthetic control and the choice is made such that the characteristics of

the synthetic control, X0, best replicates the treated unit’s characteristics, X1,

where X1 is a (k × 1) vector of preintervention characteristics for the treated

unit and X0 is a (k×J) matrix of the same variables for all the countries in the

donor pool. The variables that are included in X0 and X1 are called predictor

variables and often include preintervention values of the outcome variable in

question (as is the case in this paper).

The optimal control W ∗ is formally selected to minimize the difference

between the preintervention characteristics of the treated unit and the synthetic

control,
∑k

m=1 νm(X1m−X0mW )2, where m is a certain predictor variable and

νm is the weight that reflects the relative importance of the predictor variable

m when the discrepancy between X1 and X0W is measured. The variables that

have the largest predictive power on the outcome variable should be assigned

large νm weights. To assign the νm weights, and thereafter select the optimal

control W ∗, a cross-validation technique is used. The preintervention sample
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is first divided into a training and validation period, where the training period

is the first half of the preintervention sample. Using the values of the predictor

variables in the training period, the weights νm are chosen to minimize the root

mean square prediction error (RMSPE) over the validation period. Using these

weights, the optimal control W ∗ is then chosen by solving the minimization

problem described above, using the values of the predictor variables for the

validation period. Once the optimal control is selected, the treatment effect for

the postintervention time periods is calculated as: Y1t −
∑J+1

j=2 W ∗
j Yjt.

The recommendation by Abadie et al. (2010) and Abadie et al. (2015) is

to only include countries in the donor pool where air travel as well as other

predictors are not too dissimilar to the unit of interest, i.e. Sweden. Due

to this, only other European countries are included in the donor pool. The

outcome variable that is considered for the passenger estimation is the share of

the population that travels internationally in a given quarter. The passenger

share is chosen instead of the actual passenger numbers since this variable

is more representative for the demand level in a given country, and thereby

more comparable between countries. Germany does e.g. have a lot higher

total number of passengers than Sweden, since the country has a much larger

population than Sweden, but due to similarities between Sweden and Germany

the share of the population that travels internationally in a given time period

is quite similar. This type of re-scaling is also recommended by Abadie (2021)

in order to correct for differences in size between units. Once the effect on the

passenger shares is estimated, the effect on actual passenger numbers is easily

retrieved by multiplying the estimated effect with the population number in

Sweden.

Even when shares are used, the recommendation is to exclude countries that

are too dissimilar in the outcome variable. Due to this, countries where the

share of the population that travels internationally is more than twice as big

than the share in Sweden are excluded in the main estimation. This results in

the exclusion of Iceland, Cyprus, Malta, Ireland and Luxembourg. In addition,

countries that have had a similar treatment as Sweden during the time period

of consideration need to be excluded, as one of the identifying assumptions

in the SCM is that the potential controls have not been exposed to a similar

intervention as in the country of interest. While several countries already had
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aviation taxes in the beginning of the observed time period, only a few had

taxes introduced or changed during the time period of study, namely Norway

and the UK, which are excluded. Austria and Germany also has a tax that

was introduced in 2011, but as this is in the very beginning of the time series

considered (as is described in more detail in the next section), and we thereby

only observe the post-tax trends, it is left in the donor pool (a robustness test

where Austria and Germany are excluded from the donor pool is however also

performed).

As international travel is highly seasonal, both the passenger share and

price index variable are deasonalized before the SCM is used. This is done by

estimating the average quarterly effect using a linear regression where quarterly

dummy variables are used to estimate the average seasonal effect for the pre-

treatment time. As the raw-data comparisons suggest that there might be an

anticipation effect the summer before the tax is introduced, the desasonalization

is based on the time period before the second quarter in 2017. The estimated

average quarterly effect is then removed for the whole time series. This is

done for all countries that are included, Sweden as well as all potential donor

countries.

In addition to the bias that can come from the inclusion of countries that

experience a similar tax during the time period that is considered, the coun-

tries in the synthetic control group should be also be unaffected by the tax in

Sweden. This is similar to the SUTVA assumption in difference-in-difference

estimations. One risk with the Swedish aviation tax is that individuals who

live in Sweden but close to airports in neighboring countries might try to avoid

the tax by booking a flight from the airport across the border, which would

lead to a leakage effect. This was e.g. shown to happen in Germany by Borbely

(2019). From Sweden, the potential leakage countries are Norway, Denmark

and Finland. Norway is already excluded due to their own tax, but Denmark

and Finland are left in the donor group due to their similarities with Sweden.

In a robustness check, the sensitivity of the results when Denmark and Finland

are dropped is however considered, and the results are stable. Another impor-

tant factor for unbiased results is that there is no anticipation effect present,

i.e. that the demand for air travel is affected before the tax is introduced due

to the knowledge of the coming introduction. As mentioned, there is some in-
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dication of a potential (positive) anticipation effect the summer before the tax

was introduced. As no significant effects are found when the treatment time

is changed to the second quarter in 2017 however (see Table A3 in Appendix

A3), the actual introduction of the tax is used as the treatment time in the

main estimations.

One drawback with the SCM compared to standard regression methods is

that a confidence interval cannot be easily estimated, and thus inference is not

as straightforward. To assess how likely it is that the estimated effects are due

to a random fluctuation, rather than being a true effect of the tax, placebo

estimations are made for the whole donor pool of potential control countries (a

so called in-space placebo test). The effect in Sweden is then compared to the

“effects” that are estimated for these countries, where we expect the Swedish

effect to be the most extreme (as no similar intervention has been made in the

donor countries). A p-value is calculated by comparing the “extremeness” of

the Swedish effect to these other countries, while at the same time adjusting

for how well the pre-fit is made in these placebo estimations (as a poor pre-

fit by itself indicates that any observed “effect” after the placebo-intervention

time is less believable). This procedure yields what is called a standardized

p-value, and should be interpreted as the probability for the observed effect to

be a random event, after adjusting for the quality of the pre-fit in the placebo

estimations, i.e. in a very similar fashion as the commonly used p-value in

standard regression methods. As the calculation of the p-value is, in essence, a

comparison of “extremeness” between the effects in Sweden and the placebo-

effects in the donor pool, a standardized p-value of 0 is possible. This does

however not mean that there is a zero chance for the effect to be a random

event, only that Sweden has the most extreme effect in comparison to the

donor pool in that specific post-tax time period (when the pre-fit is adjusted

for).

4 Data

The main outcome variable of interest is the share of the population that trav-

els internationally from Sweden. The data that is used is quarterly and for the

main analysis the aggregate passenger data on international air travel for Eu-
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ropean countries are used together with data on the population of each country

to calculate the shares of interest. In addition to these passenger shares, quar-

terly data on how the prices of international air travel have developed is used

to examine the effect of the tax on the price of air travel. This data consists of

country level price indices for international air travel where the most weight is

put on the most popular routes, so as to most accurately portray the true av-

erage price of international air travel. The predictor variables that are used in

the estimations are GDP/capita, a house price index and the employment rate

for each country. All of these data sets are publicly available from Eurostat1.

The data period that is considered in the main specification for the effect on

passenger shares is 2011–2019. The start of the period is chosen as most of the

idiosyncratic shock in international travel that resulted from the 2008 financial

crisis, which affected different countries to a varying degree, has been recovered

by 2011. Since quarterly data is used, this also gives plenty of preintervention

time periods for the SCM to work well, as well as doing tests of inference (such

as in-time placebo treatment checks). The end of the period is chosen to avoid

any potential bias from the extreme decline in air travel that inevitably resulted

from the covid-19 pandemic, which given varying levels of restrictions likely had

different effects in different countries. Different time periods are however also

considered in a robustness check. For the effect on the price index, a shorter

time period, 2015–2019, is used since the price index data is not available for

Sweden (and most other countries as well) before 2015.

In addition to these aggregate variables, route-level price data was web-

scraped from Expedia.com on a daily basis between January 2018 and January

2019. In order to get a representative price for the destination at a certain

date, prices for the same take-off date were scraped 1 week, 5 weeks and 9

weeks before take-off (except for the first and last weeks of the web-scraping).

One-way tickets from Stockholm (Arlanda airport) to the main airports in

Barcelona, Paris, Brussels, Luxembourg, Gran Canaria, Funchal, Kap Verde,

1The specific data sets that are used are: ”Air passenger transport by reporting country

(avia paoc)”, ”HICP - monthly data (index) (prc hicp midx)”,”Population change - Demo-

graphic balance and crude rates at national level (demo gind)”, ”House price index (2015 =

100) - quarterly data (prc hpi q)”, ”GDP and main components (output, expenditure and

income) (namq 10 gdp)”, ”Employment rates by sex, age and citizenship (%) (lfsq ergan)”
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Hurghada, New York, Hong-Kong and Phuket were scraped. In addition to

price, the number of stops, total time of the flight and the name of the airline

were scraped. Due to data quality issues (missing data), only six of these

routes could be used, namely Paris, Barcelona, Brussels, Luxembourg, New

York and Hong Kong. This data is used for two objectives. Firstly to estimate

a price elasticity of the demand for international air travel from Sweden, which

is done in Appendix A1. Secondly, to calculate the expected demand responses

due to the potential price effect of the tax by using the monthly average prices

together with the estimated price elasticity, to analyze how much of the demand

response that can be explained by an increase in prices.

5 Main results

Here the main results of the paper are presented. First, the effects on prices

and passengers are presented together with an evaluation of the estimated

synthetic control groups. Secondly, the results are interpreted together with the

estimated price elasticity and the average monthly destination level price data

to evaluate how much of the estimated passenger effect that can be explained

by price effects.

5.1 Effects on prices and passenger numbers

One of the advantages of using the synthetic control group is that it is very

easy to get a visual understanding of the estimated effects. In Figure 1 (a) and

(b), the development of the deseasonalized share of the Swedish population

that travels internationally, and the deseasonalized international price index

for air travel from Sweden, is compared with the synthetic counterpart before

and after the tax is implemented (the quarter before the introduction of the

tax is indicated with a vertical line in the graphs). In Figure 1 (c) and (d), the

difference between Sweden and the synthetic control group is shown. Given

that a good pre-fit is achieved, this difference should be close to zero before the

introduction of the tax. The difference that is present after the introduction of

the tax is the estimated effect of the tax. As can be seen, the synthetic control

groups do a good job in mimicking both the development of international pas-
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senger shares and the price index of air travel before the tax is implemented.

For the international passenger shares, there is a clear effect of the tax present

and the effect grows larger with time. For the international price index how-

ever, the effect is not as clear: there appears to be a positive effect the second

and third quarter after the introduction of the tax, but then a negative effect

for the remaining post-tax time period.

The estimated effects for each quarter after the introduction of the tax,

together with the standardized p-values, are shown in Table 1. In addition to

the effects on the passenger shares, the effect is also shown in number of pas-

sengers2. The effect in percentage terms are also shown, for both the passenger

share and price estimation. As can be seen, the effects on the share of the

population that travels internationally are not only large and increasing, but

also highly significant. In all cases, the standardized p-values are zero. This

means that the effect in Sweden is the most extreme effect compared to the

estimated placebo effects in the full set of donor countries, after adjusting for

how successful the pre-treatment fit is. The graphical representation of these

placebo estimations for the passenger shares are also found in Figure 1 (e),

where it is clear that Sweden is one of the most “extreme” countries already

before the adjustment to the pre-fit is made.

The effect on the price index for international air travel is however not

significant in any of the post-tax quarters. Just as we can observe in the graphs,

the point estimates are positive the second and third quarter after the tax is

introduced, after which the estimates are negative, but the estimates are far

from significant. In Figure 1 (f), where the results of the placebo estimations

for the donor countries are compared with the effect in Sweden, we can also see

that the Swedish estimates does not stand out as much as for the estimation

on passenger shares.

Before we turn to interpreting the results, it is of interest to evaluate how

reasonable the estimated synthetic control groups are, for both the passenger

share and price index estimation. In Table 2, we see which countries that

constitute the synthetic control groups, and what weights those countries have

in the synthetic control group, for the two main estimations.

2This is simply the estimated effects in passenger shares multiplied by the population of

Sweden
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(a) Deseasonalized passenger shares (b) Deseasonalized international price index

(c) Effect of tax on deseasonalized

passenger shares

(d) Effect of tax on deseasonalized price

index

(e) In-space placebo test, deseasonalized

passenger shares

(f) In-space placebo test, deseasonalized price

index

Figure 1: Effects of the Swedish aviation tax on international passenger shares and

price index (deseasonalized time series).
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Table 1: Quarterly effects of the Swedish aviation tax on the demand and price

index of international air travel.

Int. passengers, Int. passengers Percentage Int. price Percentage

share of pop. (thousands) change index change

2018q2 -0.0253 -257 -5.7 % 0.2533 0.3 %

(0.000) (1.000)

2018q3 -0.0344 -350 -7.1 % 8.2434 7.3 %

(0.000) (0.316)

2018q4 -0.0329 -335 -8.6% 6.5549 7.0 %

(0.000) (0.421)

2019q1 -0.0337 -343 -10.1 % -8.5754 -10.2 %

(0.000) (0.421)

2019q2 -0.0530 -545 -11.4 % -4.8140 -4.6 %

(0.000) (0.526)

2019q3 -0.0611 -628 -12.3 % -7.5296 -6.8 %

(0.000) (0.368)

2019q4 -0.0504 -518 -12.9 % -0.5948 -0.6 %

(0.000) (0.947)

Standardized p-values within parentheses

For the passenger share estimation, we see that Finland, Denmark, Ger-

many, Slovakia and Croatia are the countries that create the synthetic control

group where Finland, Denmark and Germany together constitute almost 80

percent of the synthetic control group. Given how similar Sweden is to these

three countries, in many respects, the synthetic control group for the passenger

share estimation seems reasonable. For the price index estimation, the syn-

thetic control group is created using a completely different set of countries,

namely: Bulgaria, Slovenia, Lithuania and Poland. Intuitively, these countries

seem like a worse comparison group to Sweden.

To further investigate how well the synthetic control groups replicate Swe-

den we can see how balanced the predictor variables are for each estimation in

Table 3, where the mean for each predictor variable for the validation period

(i.e. the second half of the pre-treatment sample) is presented for Sweden and

the synthetic control group, together with the weight that the predictor has in
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Table 2: Donor weights in the main estimations.

Country Passenger Price Country Passenger Price

Austria 0 0 Hungary 0 0

Belgium 0 0 Italy 0 0

Bulgaria 0 0.348 Lithuania 0 0.262

Czech Republic 0 0 Latvia 0 0

Germany 0.190 0 Netherlands 0 0

Denmark 0.222 0 Poland 0 0.0900

Estonia 0 0 Portugal 0 0

Spain 0 0 Romania 0 .

Finland 0.386 . Slovenia 0 0.299

France 0 0 Slovakia 0.158 0

Croatia 0.0440 0

Countries not included in the donor group presented as a dot.

the fitting of the synthetic control group.

As can be seen, there are some differences in the averages of the predictor

variables. In both the passenger share and price index estimations, the mean

of the outcome variable in question as well as the house price index are well

balanced (the price index seems to be different but both are very close to zero,

due to the deseasonalization procedure). The employment rate are in both

cases also not too different, although Sweden has a higher employment in both

cases. The main difference can be found in the GDP/capita predictor. For

the passenger share estimation the difference is noticeable and for the price

estimation the difference is huge.

While the balance in either case is not ideal, the potential damage that this

imbalance can result in also depends on how important these variables are in

the construction of the synthetic control groups. This is given by the weights of

the predictors. As can be seen, in both the passenger and price estimation, the

lagged values of the outcome variable in the training period (the first half of

the pre-treatment sample) accounts for more than 99 percent of the predictor

weights. This means that the other variables have little effect on the share
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of the population that travels internationally, as well as on the price index,

when compared to previous values of the outcome variable in question. The

potential issues from an imbalance in the other predictors should therefore

be low, which is also illustrated in a robustness check where each predictor

is dropped sequentially (see Appendix A.3, Table A4) and the estimates are

stable. Nevertheless, the observed predictor balances give more trust in the

passenger than in the price estimation.

Table 3: Predictor balance between Sweden and the synthetic control group (mean

of predictor variables in validation period) and predictor variable weights.

Pop. share estimation Price estimation

Predictor Sweden Synthetic Weight Sweden Synthetic Weight

Employment rate 76.19 69.82 0.0018 76.40 67.01 0.0016

GDP/capita 11773 9072 0.0026 11875 3229 0.0007

House price index 108.3 104.6 0.0034 111.2 109.2 0.0026

Outcome variable 0.0330 0.0335 0.992* 1.13e-06 -5.39e-07 0.995*

*aggregated weight of the outcome variables in the training period

5.2 Price effects vs. signal effects

Turning now to the interpretation of the results. The effect of the tax on

the number of international passengers is large, especially considering that no

significant effects from the tax can be found on the price index. Given the size

of the tax and the fact that we are using a price index to estimate potential

price effects, the lack of a significant effect on the price index is however not

surprising. The price index is supposed to be representative, i.e. weighted by

the most popular routes, and given that around 80 percent of international

travel from Sweden by air is within Europe during the tax period, the lion’s

share of the tax for the ticket prices that are captured by the index will be 60

SEK. While not significant, we do also see a small positive price effect in the

beginning of the post tax period, which is then followed by a negative effect.

This is also a plausible scenario: given how much passengers drop as a result

of the tax this will have a sharp downward pressure on prices as pricing of air

travel in general is very sensitive to changes in demand.
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Even if the tax has a “full” price effect, i.e. that the prices increased with the

exact tax amount, it is still seems unlikely that a potential price effect of the tax

can fully explain the massive decrease in passenger numbers, especially given

how small the tax is. To investigate how much of the decrease in passengers

that can be explained by a (potential) price effect from the tax we need two

things: average ticket prices to popular destinations and the price elasticity

of international travel from Sweden. This way we can get an estimate of how

big the percentage increase of the prices due to the tax are, assuming that the

pass-over of the tax on the price is 100 percent, and with the price elasticity

calculate what the demand response ought to be. To obtain representative

air travel ticket prices, Expedia.com was scraped for the daily prices of a few

of the most popular international routes from Sweden during 2018 and the

beginning of 2019. This price data and route level passenger data are used to

estimate the price elasticity for international travel (to the included routes at

least) during 2018 using an instrumental variable approach that is suggested

in the literature. The particulars of the price elasticity estimation is provided

in Appendix A.1, and the estimated price elasticity is −0.76. This is in line

with the price elasticities that are available in the literature for the European

market, for which the estimated price elasticities usually are around −1 (see

e.g. Brons et al. (2002)). Kopsch (2012) estimates that the price elasticity for

air travel in Sweden is between −0.67 and −0.85, and it is also reasonable that

the price elasticity is slightly lower in Sweden compared to other European

countries since it is more difficult to travel internationally by e.g. trains.

We now have what we need to get a rough estimate of what the expected

demand response to the tax ought to be, given the estimated price elasticity

and assuming a full pass-over of the tax on the price of air travel. In Table

4, the monthly average of the daily minimum price (in USD) for a one-way

ticket to the destinations Barcelona, Brussels, Paris, Luxembourg, New York

and Hong Kong is presented for the post-tax months that have been web-

scraped. The daily minimum price is chosen since this is assumed to be the

most representative price: most people that are booking a vacation are likely

to try to get as cheap air travel as possible, given that the airport choice is

convenient. The departure airport that is used in the web-scraping is also

Stockholm-Arlanda and the cheapest tickets to the destination are therefore
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Table 4: Average monthly prices, effects of the tax on the prices if a full pass-over

is assumed and expected passenger effects given the estimated price elasticity.

Tax–zone 1 Tax–zone 2 Tax–zone 3

Barcelona Brussels Paris Luxembourg New York Hong Kong

2018m4 241 (3.14%) 239 (3.16%) 339 (2.21%) 377 (1.98%) 466 (6.59%) 996 (5.16%)

2018m5 248 (3.00%) 220 (3.40%) 283 (2.62%) 449 (1.64%) 511 (5.93%) 874 (5.83%)

2018m6 221 (3.35%) 217 (3.41%) 252 (2.92%) 463 (1.57%) 556 (5.39%) 916 (5.50%)

2018m7 221 (3.32%) 136 (5.51%) 226 (3.24%) 446 (1.62%) 667 (4.46%) 881 (5.68%)

2018m8 152 (4.85%) 134 (5.54%) 233 (3.11%) 412 (1.74%) 831 (3.54%) 718 (6.99%)

2018m9 143 (5.14%) 131 (5.64%) 220 (3.28%) 388 (1.84%) 909 (3.22%) 682 (7.34%)

2018m10 134 (5.47%) 143 (5.11%) 189 (3.82%) 368 (1.93%) 608 (4.79%) 1029 (4.72%)

2018m11 145 (5.01%) 178 (4.05%) 204 (3.51%) 288 (2.46%) 863 (3.35%) 1202 (3.99%)

2018m12 190 (3.77%) 137 (5.31%) 180 (3.99%) 233 (3.05%) 803 (3.59%) 1087 (4.42%)

2019m1 197 (3.51%) 145 (4.83%) 205 (3.37%) 184 (3.77%) 1051 (2.65%) 989 (4.71%)

Average 189 (4.06%) 168 (4.60%) 2331 (3.21%) 361 (2.16%) 727 (4.35%) 937 (5.43%)

Pass. effect -1.54 % -1.75% -1.22% -0.82% -1.65% -2.06%

(expected)

excluded, as the cheapest airlines do not operate at this airport, at the same

time as it is conveniently located. The price effect of the tax, in percent, if a

full pass-over of the tax is assumed, is also given next to the monthly price3.

As can be seen, the average price effect for the routes in question are between

2.2 and 5.4 percent for the outgoing ticket if a full pass-over of the tax on the

price is assumed. However, this does not include a return trip. As most people

will buy a two-way ticket, the price effect on the full trip will be half as large

(assuming that the return ticket costs about as much as the outgoing ticket).

Using the estimated price elasticity of −0.76, we can now estimate what the

expected demand effect ought to be, due to the price change from the tax.

This is done by multiplying the average price effect with the price elasticity,

and dividing the result by two to account for the return trip. As can be seen

in the same table, the expected passenger effect for these routes are a decrease

of between 0.8 and 2 percent, much lower than the estimated passenger effects

for the aggregate of international passengers in Table 1.

While this calculation is done on several assumptions, and only a few routes

are considered, it gives us some indication of how large a potential price effect

3This is calculated as Tax/(Price-Tax), using the average USD/SEK currency rate for the

month in question to convert the tax in SEK to US Dollars
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of the tax on the passenger numbers is. The assumptions that are made are

further very generous in the sense that the potential price effect is inflated

rather than deflated: the daily minimum prices are used (which inflates the

price effect if not representative) and a full pass-over of the tax is assumed,

which is necessarily not the case due to the competition in the market. Despite

this, the potential price effect can only explain a small share of the observed

effects on passenger numbers. Due to this, something else must be going on. A

likely candidate is that the tax, in addition to a small price effect, has a strong

signal effect. The media coverage of the tax was high in Sweden, and since it was

introduced as an environmental tax this put the environmental consequences

of air travel in the spotlight. A signal effect is hard to estimate directly, but

it goes in line with the results in papers such as Andersson (2019), Li et al.

(2014) and Rivers and Schaufele (2015) where larger tax effects are found from

carbon and gasoline taxes than can be explained by only price effects. Li et al.

(2014) also show that salience of the tax through media coverage can explain

the larger effects.

Another possible explanation is increasing environmental awareness. If an

increase in environmental concern, that results in a reduced demand for air

travel, happened in Sweden at the same time as the tax was introduced while

a similar shift in environmental awareness did not happen in the countries

that constitute the synthetic control group, the results will be positively biased

(given that this increased awareness did not come from the tax itself). Envi-

ronmental awareness has also been, and still is, a strong trend in Sweden. In

particular the Fridays-for-future movement with Greta Thunberg in the lead

started to get a lot of attention towards the end of 2018 and onward. The ques-

tion is however whether the environmental awareness, in particular connected

to the choice to travel by air, was stronger in Sweden than in the synthetic

control group. In Figure 2 the Google trends statistics for the search “Greta

Thunberg” is presented for Sweden as well as the countries in the synthetic

control group. As can be seen there is no evidence for a larger popularity in

Sweden, and in particular the trends are changing in a similar fashion in all of

the countries that are considered. This together with the timing of the pas-

senger effect, which happens exactly when the tax is introduced, indicates that

the tax indeed has a large effect. That an increased environmental awareness
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Figure 2: Google search intensity for “Greta Thunberg” in Sweden and the countries

that are part of the synthetic control group in the main passenger specification.

is responsible for the increased effects over time can however not be excluded,

especially since the media attention of the tax likely accelerated the environ-

mental awareness with respect to air travel through the signal effect discussed

earlier.

6 Robustness checks

There are several potential threats to the validity of the estimated effects that

need to be considered. This is especially the case for the passenger share esti-

mation. One potential issue is that there could be a leakage effect to neighbor-

ing countries, i.e. that people chooses to travel internationally from an airport

in a neighboring country instead of an airport in Sweden, as a result of the

tax. This would result in a positive bias on the estimated effect. Norway is

already excluded due to their own tax, but both Denmark and Finland have

large weights in the synthetic control group for the passenger share estimation.

In Table 5, the results for the passenger share estimation when Denmark and

Finland are dropped are presented. If a leakage effect is present, the effects
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Table 5: Examination of potential leakage to Denmark and Finland and potential

bias from early taxes in Germany and Austria.

Main estimation DK and FI dropped DE and AT dropped

2018q2 -0.0253 -0.0211 -0.0296

(0.000) (0.000) (0.053)

2018q3 -0.0344 -0.0272 -0.0372

(0.000) (0.000) (0.053)

2018q4 -0.0329 -0.0400 -0.0364

(0.000) (0.000) (0.000)

2019q1 -0.0337 -0.0430 -0.0376

(0.000) (0.000) (0.000)

2019q2 -0.0530 -0.0589 -0.0553

(0.000) (0.000) (0.000)

2019q3 -0.0611 -0.0552 -0.0647

(0.000) (0.000) (0.053)

2019q4 -0.0504 -0.0626 -0.0561

(0.000) (0.000) (0.000)

Standardized p-values within parentheses

when Denmark and Finland are excluded should be smaller than when they

are included. As can be seen however, the estimated results are very similar to

the main estimation, which indicates that a potential leakage effect is small if

present at all.

In the same table, the effects when Germany and Austria are dropped from

the donor group are presented as well. The reason for this is that these coun-

tries got their own aviation tax in the very beginning of the preintervention

time period that is used, which potentially could introduce a bias. As can

be seen however, the results are very stable when Germany and Austria are

dropped as well. Given that the values of the outcome variable in the training

period have such large predictor weights in the construction of the synthetic

control group, which donor countries that are included could potentially have

a large effect on the estimated effects. A sequential drop of donor countries is
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however considered in Table A6 in Appendix A.3., where the largest and small-

est country (with respect to passenger shares) are dropped two at the time, and

the results are stable even when the donor group becomes very small.

Another important robustness test is a so called in-time placebo test where

the same estimation is made but the treatment time is changed to an earlier

date. As no treatment happened at this time, no effect should be visible. In

Figure 3, in-time placebo tests are made using the second quarter of 2015 as

the placebo treatment time for the passenger share estimation and the second

quarter of 2017 as the placebo treatment time for the price index estimation. As

the data that is used in the main estimation is deseasonalized using variations

up until 2017q2, two different versions of this robustness check is considered

for the passenger share estimation. The first one uses the same data as in

the original estimation, and only changes the treatment time. This tests the

validity of the SCM method on the data that is used in the main estimation.

The second one makes a new deseasonalization using the seasonal variation up

until the second quarter of 2015 to deseasonalize the whole series. This also

evaluates whether the the method of deseasonalization itself introduces any

bias in the estimated effects.

As can be seen, the passenger shares estimation is very robust to the in-time

placebo test, especially when the same data is used as in the main estimation.

When a new deseasonalization is made, up-until the placebo treatment time,

the fit is slightly worse after the the placebo time, but no clear effects are

seen until the actual tax happens. For the price estimation, we see a very

similar pattern as in the main estimation. The fit between the placebo time

and the actual treatment time is slightly worse than in the main estimation,

but given that the main estimation for price was not significant this is not

surprising. Other placebo treatment times are also considered for the passenger

share estimation in Appendix A.3. When the same deseasonalization is used

as in the main estimation, the second quarter of 2012, 2013, 2014 and 2016

are considered as placebo treatment times and the results are found in Figure

A3. When a new deseasonalization is made, the second quarter of 2013, 2014

and 2016 are considered as alternative placebo treatment times (2012 could

not be used as the time pre-treatment time period becomes to short for the

deseasonalization to work). The results of these placebo tests are found in
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(a) Passenger shares, same deseasonalization (b) Effects, same deseasonalization

(c) Passenger shares, new deseasonalization (d) Effects, new deseasonalization

(e) Price index, same deseasonalization (f) Effects, same deseasonalization (price)

Figure 3: In-time placebo estimations for deseasonalized international passenger

shares and price index. For passengers, two different deseasonalization procedures

are considered: one being the same as in the main estimation (i.e. deseasonalization

based on variation until 2017q2) and one being deseasonalized using the variation

until the placebo treatment date.

Figure A4. In all cases the estimations are remarkably stable, even for the

lowest placebo times.

In Appendix A.3, other robustness and sensitivity checks have also been

considered. To investigate the potential risk of the deseasonalization procedure

further, we have considered alternative “deseasonalization periods”, i.e. using
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the variation of different time periods to deseasonalize the whole time series,

when the actual treatment time (2018q2) is used. The results of this robustness

check is presented in Figure A5, and a high stability is found here as well. The

stability to the choice of training periods, in particular how large share of

the preintervention sample is used as a training period, is also considered in

Figure A6, with stable results. In addition, different starting years for the

pretreatment sample have been considered, ranging between 2008 and 2014.

The results of this robustness check is presented in Figure A7 and Table A5,

once again with remarkably stable results.

Finally, different versions of the outcome variables are considered in Ap-

pendix A.2. For passengers, the non-deseasonalized share of the population

that travels internationally, the deseasonalized raw number of international

passengers and the non-deseasonalized raw number of passengers (i.e. the ac-

tual number of international passengers) are considered. The results of these

estimations are found in in Figure A1 and Table A2. While the pre-fit is worse

for the non-deseasonalized outcome variables, the estimated effects are very

similar to the main estimation. The non-deseasonalized international price in-

dex is also considered (see Figure A2 and Table A2), with a worse pre-fit and

continued non-significant results. Overall therefore, the estimated passenger

effects are very robust.

7 Conclusion

In this paper, the effects of the Swedish aviation tax on the demand and price

index of international air travel from Sweden are estimated using the synthetic

control group method. The tax effect on the number of departing international

passengers is large and robust, starting at a decrease of around 6 percent which

then gets stronger over time and ends at decrease of around 13 percent in

the last quarter of 2019, seven quarters after the introduction of the tax. No

significant effect of the tax is found on the price index of international air travel.

Given the size of the tax and that a price index is used in the estimation the

lack of significant effects is however not surprising, particularly since the price

index in all European countries show a high level of variability. The size of

the passenger effect is however surprising given the level of the tax. In order
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to evaluate how much of the effect could be due to a (potential) price effect of

the tax, web-scraped price data for six international destinations for the first

10 months after the introduction of the tax is used. Firstly, a price elasticity of

the demand for international air travel is estimated at −0.76. Then, using the

average monthly prices and the estimated price elasticity the expected demand

response due to a price increase is calculated, under the assumption that the

tax had a full pass-over on the prices. This analysis shows that the expected

effect on demand ought to be a decrease between 1 and 2 percent, if the tax only

results in a price effect on the demand. Given that the estimated passenger

effect is a lot larger, this is evidence for that the tax in addition to a potential

price effect had a strong signal effect. The results in this paper therefore adds

to the literature where the effects of environmental taxes have been shown to

have larger effects than expected from price effects alone, such as Li et al.

(2014), Rivers and Schaufele (2015) and Andersson (2019).

Since the effects of the tax on the passenger demand is increasing over time,

this also strengthens the conclusion that there are likely to be behavioral effects

in addition to a pure price effect of the tax. It could however also be evidence

for a bias from a larger increase in environmental awareness in Sweden when

compared to the countries in the synthetic control group, especially since the

Fridays-for-future movement, with Greta Thunberg in the lead, started to get

international attention the end of 2018 and Greta Thunberg is from Sweden.

According to Google Trends data, the popularity of Greta Thunberg in terms

of Google searches is however very similar in Sweden and in the countries

that constitute the synthetic control group. This is of course a very crude

estimate for the potential impact from the Fridays-for-future movement, and

it is still possible that increased environmental awareness can explain at least

the amplified effects of the tax the second year after its introduction. Given

the timing of the relative reduction in international air travel, which coincides

perfectly with the introduction of the tax, it is however clear that the tax

had a large effect on the demand for air travel, especially as the passenger

effects are indeed very robust. The main take away is therefore that in the

case of Sweden, an aviation tax was very successful in reducing the number of

international passengers. The results from this paper can therefore be used by

policy makers both in Sweden, but also in countries that are similar to Sweden.
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While this paper makes an important contribution to the relatively sparse

literature on the effects of aviation taxes as well as salience of environmental

taxes, there are still several areas of interest for future research. Given that

there seems to be a behavioral effect in addition to the price effect of the tax,

one interesting research topic is to compare the effects of a newly introduced tax

with the effects of an increase in already existing taxes. Intuitively the effect

should be larger in the initial introduction if a large part of the tax’s effect

is due to a signal effect of the tax, especially since a newly introduced tax

likely gets more media attention than an increase of an already existing tax. In

general, stronger evidence on the signal versus price effects of an environmental

aviation tax is needed in the literature. In addition, given that the price effect

estimations in this paper are far less robust than the passenger effect estimation,

further research on the effect on prices is also needed. Ideally, one would

have actual price data for at least a year before the introduction of the tax,

something that we did not have in this paper as we only had two months of

pre-tax destination level price data. Finally, since the effect of aviation taxes

seems to differ between countries it is important to also evaluate future aviation

taxes to get a broader picture of its effects.
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Appendix

A.1 Estimation of price elasticity of air travel in Sweden

A.1.1 Data

The price elasticity is estimated using route level passenger data and the price

data that was web-scraped from Expedia.com during 2018, as described in

section 4. In addition to the predictor variables that are used in the synthetic

control group method, which are used as control variables in the IV-estimation,

some other variables are also included in the IV-estimation. The instrumental

variable that is used in the price elasticity estimation is monthly jet-fuel price

data multiplied by the route distance. The jet-fuel price data is taken from the

US Energy Information Agency (EIA) and the route distances is taken from

Google maps. Additional control variables are also included. The temperature

in Sweden is included as a control variable as this variable possibly can affect

both the pricing and demand of air travel, and this data is taken from the

European Climate Assessment & Dataset project. In addition, a proxy variable

for the break through of Greta Thunberg, whose environmental message grew

in popularity towards the end of 2018, is used, which is Google trends data for

searches on “Greta Thunberg” in Sweden.

A.1.2 Econometric strategy

To estimate the the price elasticity of international air travel, an instrumental

variable estimation is used. This is done in order to correct for the likely bias

that stems from the simultaneity in the relationship between air travel ticket

pricing and demand of air travel, i.e. that the price affects the demand for air

travel at the same time as the demand for air travel also affects how airlines

price their tickets. In order for the IV-estimation to solve this issue, the exclu-

sion restriction must hold and the instrument must be relevant. The exclusion

restriction requires the instrument to have no correlation with the dependent

variable outside the correlation that goes through the explanatory variable of

interest, the variable that is instrumented. Ideally, one wishes the instrument

to be randomly assigned, but when observational data is used this is rarely

the case. Instead one needs to find a variable that likely fulfills the exclusion
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restriction anyway, and as this is an untestable assumption the feasibility of

this assumption must be examined by reason. That the instrument is relevant

means that the instrument must have a significant effect on the variable that

is instrumented, something which is easily tested in the first stage estimation.

When it comes to possible instruments that can be used for the price of

air travel, the literature proposes a few alternatives. Mumbower et al. (2014)

provide a comprehensive discussion of the most commonly used instruments,

and divide them into four different categories. One category of instruments

is cost-shifting variables, a variable that influences the cost per trip for the

airline but that does not affect the passengers decision to travel (outside the

effect the variable has on the price). This type of variable is most commonly

used for estimations using aggregate data, and some examples in the literature

are Hsiao and Hansen (2011) who use the jet-fuel price times the route distance

as an instrument (which is also used in this paper), Berry and Jia (2010) and

Granados et al. (2012) who use a hub-indicator for the destination airports (as

flights to hubs can be done at a lower marginal cost due to the use of more fuel

efficient air carriers) and Granados et al. (2012) who use distance of the route as

an instrument. Another category is referred to as Hausman-type instruments,

where the price of the same brand or product in other markets are used as an

instrument. An example being Gayle (2004) and Mumbower et al. (2014) who

use the average price in all other routes that have a similar length as the route

being studied. A third category is Stern-type instruments, where measures of

competition and market power are used as an instrument for the price. Berry

and Jia (2010) use the number of carriers offering flights in a certain route as

an instrument for example and Granados et al. (2012) and Mumbower et al.

(2014) use how many daily nonstop flights in the market being studies that

are offered by competitors as an instrument. The fourth category presented

by Mumbower et al. (2014) is measures of non-price characteristics of other

products supplied by firms, the same firm as being studied or others, in the

same market. An example being Berry and Jia (2010) who use the percentage

of rival routes that offer direct flights, the average distance of rival routes and

the number of rival routes as instruments for the price.

The one that is chosen in this paper is a cost shifting instrument that is

proposed by Hsiao and Hansen (2011), namely the length of the route times
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the jet-fuel price in the month that is being considered. As the price of jet-fuel

affects the costs for airlines, and the total cost per trip for the airline depends

on the distance of the flight, it is likely to be correlated with the price of the

ticket for that flight. Given that this is the case, which of course is easily

tested, the instrument would be relevant (this is also the case in this paper).

In addition, the instrument must fulfill the exclusion restriction, i.e. that it only

affects the number of passengers on a flight through the price, and thereby is not

correlated with the number of passengers in another way, when other covariates

are controlled for. When it comes to the price of jet fuel, this makes sense. It

is hard to see how the price of jet fuel would influence individuals decision

to travel abroad. Potentially the jet fuel price could be correlated with the

economic cycle in general, which of course is correlated with how many people

travel abroad, but this can be controlled for through e.g. the employment rate

and GDP/capita. When it comes to the distance of the journey, it is not as

clear as the length of the journey is strongly correlated with the time it takes

to reach the destination, which incurs a time cost on the passenger that acts

as a damper of the demand for the trip. On the opposite side, destinations

further away are in general considered to be more exclusive and can act as a

enhancer of the demand. In any case, the distance is fixed and should therefore

not affect the variation in demand for specific routes over the time period that

is studied. All in all therefore, it can be argued that this instrument fulfills the

exclusion restriction and that the instrument is valid.

The IV-estimation is conducted in two stages. The first stage is given by

Ẑgt = α+ γIgt +Xµ+ δt + ϵ (1)

where Ẑgt is the log of the ticket price per route g and month t (the monthly

average of the daily price data), Igt is the instrumental variable (the jet-fuel

price the given month times the distance of the route), and X is a vector of

control variables including house price index, employment rate, GDP/capita,

temperature in Sweden, and a Google search index variable for the term “Greta

Thunberg”. Monthly time fixed effects, δt, are also included. The second stage

is given by

Ygt = α+ βẐgt +Xµ+ δt + u (2)
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where Ygt is the log of the number of passengers per route and month, Ẑgt

is the projected price variable from the first stage and X is the same vector

of control variables that was used in the first stage. As both ticket price and

number of passengers are log transformed, β can be directly interpreted as the

average price elasticity for international air travel from Sweden, for the routes

that are considered, given that the identifying assumptions hold.

A.1.3 Results

The first stage and the estimated price elasticity is presented in Table A1. An

OLS-estimation is also included for reference. As can be seen, the estimated

price elasticity is −0.76. This means that if the price increase with one per-

cent, the average demand effect is minus −0.76, for the destinations Barcelona,

Brussels, Paris, Luxembourg, New York and Hong Kong with departure from

Stockholm-Arlanda airport.
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Table A1: The price elasticity of international air travel from Sweden.

VARIABLES First stage OLS-estimation IV-estimation

Ticket price, log-form -0.620*** -0.758***

(0.127) (0.130)

Employment rate 0.871 0.154 0.197

(0.825) (0.387) (0.352)

House price index -0.153 -0.0414 -0.0651

(0.117) (0.206) (0.186)

Greta effect 0.0371 0.00620 0.0102

(0.0275) (0.0639) (0.0577)

Temperature -0.00569 -0.000933 -0.00166

(0.00526) (0.0115) (0.0103)

IV 0.785***

(0.0360)

Constant -49.35 5.678 6.005

(50.54) (19.09) (17.20)

Time FEs YES YES YES

Observations 75 67 67

R-squared 0.872 0.335 0.321

Robust standard errors within parentheses

*** p<0.01, ** p<0.05, * p<0.1
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A.2 Alternative outcome variables

(a) Share of population (raw) (b) Share of population (raw), effects

(c) Deseasonalized int. passengers (d) Deseasonalized int. passengers, effects

(e) International passengers (raw) (f) International passengers, effects

Figure A1: Estimation of tax effect with alternative passenger outcome variables:

the share of population that travels internationally (without deseasonalization) and

international passengers (with and without deseasonalization).
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(a) International price index (b) International price index, effects

Figure A2: Estimation of tax effect with an alternative price outcome variable (price

index without deseasonalization).

Table A2: Estimation of tax effect with alternative outcome variables.

Pop. share, Deseasonalized Int. passengers, Int. price

int. passengers int. passengers raw index

2018q2 -.0188 -203672 -150620 2.403

(0.381) (0.000) (0.231) (0.737)

2018q3 -.0256 -296387 -255114 4.508

(0.429) (0.050) (0.115) (0.579)

2018q4 -.0407 -239240 -351332 1.369

(0.048) (0.050) (0.000) (0.947)

2019q1 -.0543 -285746 -466184 -8.913

(0.000) (0.050) (0.000) (0.421)

2019q2 -.0503 -376671 -445596 -1.203

(0.190) (0.050) (0.000) (0.947)

2019q3 -.0566 -461758 -517714 -10.632

(0.238) (0.000) (0.038) (0.526)

2019q4 -.0644 -450275 -509495 -1.973

(0.048) (0.050) (0.000) (0.842)

Standardized p-values within parentheses
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A.3 Extended robustness checks

Table A3: Examination of potential anticipation effects. Treatment time changed

to 2017q2.

Int. passengers, Int. price

share of pop index

2017q2 0.0098 1.7648

(0.143) (0.158)

2017q3 0.0034 1.6396

(0.714) (0.526)

2017q4 -0.0054 -1.9811

(0.619) (0.263)

2018q1 -0.0026 -2.5360

(0.905) (0.368)

2018q2 -0.0192 -0.1106

(0.095) (1.000)

2018q3 -0.0242 6.8296

(0.000) (0.263)

2018q4 -0.0315 5.8965

(0.000) (0.368)

2019q1 -0.0318 -6.2657

(0.000) (0.368)

2019q2 -0.0459 -3.2028

(0.000) (0.632)

2019q3 -0.0468 -7.4897

(0.000) (0.316)

2019q4 -0.0464 3.9839

(0.000) (0.579)

Standardized p-values within parentheses
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Table A4: Sensitivity to dropping predictor variables in the passenger share estima-

tion. Variables are dropped sequentially, so that the last estimation is fitted only on

lagged values of deseasonalized international passenger shares, the outcome variable.

Variable dropped

Main estimation Employment rate Houseprice index GDP/capita

2018q2 -0.0253 -0.0273 -0.0277 -0.0292

(0.000) (0.000) (0.000) (0.000)

2018q3 -0.0344 -0.0383 -0.0343 -0.0364

(0.000) (0.000) (0.000) (0.000)

2018q4 -0.0329 -0.0307 -0.0300 -0.0290

(0.000) (0.000) (0.000) (0.048)

2019q1 -0.0337 -0.0324 -0.0328 -0.0330

(0.000) (0.000) (0.000) (0.000)

2019q2 -0.0530 -0.0527 -0.0517 -0.0497

(0.000) (0.000) (0.000) (0.000)

2019q3 -0.0611 -0.0641 -0.0580 -0.0551

(0.000) (0.000) (0.000) (0.000)

2019q4 -0.0504 -0.0480 -0.0418 -0.0405

(0.000) (0.000) (0.000) (0.048)

Standardized p-values within parentheses
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(a) Placebo treatment time: 2012q2 (b) Placebo treatment time: 2013q2

(c) Placebo treatment time: 2014q2 (d) Placebo treatment time: 2016q2

Figure A3: In-time placebo tests for the passenger share estimation with the same

deseasonalization as in the main estimation.
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(a) Placebo treatment time: 2013q2 (b) Placebo treatment time: 2014q2

(c) Placebo treatment time: 2016q2

Figure A4: In-time placebo tests for the passenger share estimation with a new

deseasonalization based on the placebo pre-treatment time. In all cases the full series

are deseasonalized, but the period that the seasonal estimates are based on is changed

to the placebo pre-treatment period.
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(a) 2011q2-2013q1 (b) 2011q2-2014q1

(c) 2011q2-2015q1 (d) 2011q2-2016q1

Figure A5: Different time periods used for the deseasonalization in the passenger

share estimation. In all cases the whole series is deseasonalized, but the period that

the seasonal estimates are based on is changed.
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(a) Training period: 10 percent (b) Training period: 20 percent

(c) Training period: 30 percent (d) Training period: 40 percent

(e) Training period: 60 percent (f) Training period: 70 percent

Figure A6: Different training and validation periods for the passenger share esti-

mation. The baseline, that is used in the main estimation, is that 50 percent of the

sample is used as a training period and 50 percent as a validation period.
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Figure A7: Estimations of the effects on deseasonalized passenger shares using

different time periods for the whole sample.
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Table A5: Estimations of the effects on deseasonalized passenger shares using dif-

ferent time periods for the whole sample.

Starting year

2008 2009 2010 Main 2012 2013 2014

2018q2 -0.0248 -0.0280 -0.0287 -0.0253 -0.0273 -0.0167 -0.0198

(0.000) (0.000) (0.000) (0.000) (0.000) (0.286) (0.000)

2018q3 -0.0287 -0.0332 -0.0394 -0.0344 -0.0391 -0.0222 -0.0271

(0.000) (0.000) (0.000) (0.000) (0.000) (0.333) (0.000)

2018q4 -0.0423 -0.0406 -0.0380 -0.0329 -0.0332 -0.0391 -0.0408

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

2019q1 -0.0455 -0.0413 -0.0380 -0.0337 -0.0330 -0.0465 -0.0471

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

2019q2 -0.0589 -0.0586 -0.0591 -0.0530 -0.0564 -0.0541 -0.0592

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

2019q3 -0.0571 -0.0599 -0.0684 -0.0611 -0.0663 -0.0536 -0.0586

(0.000) (0.000) (0.000) (0.000) (0.000) (0.095) (0.000)

2019q4 -0.0618 -0.0576 -0.0572 -0.0504 -0.0509 -0.0623 -0.0636

(0.000) (0.000) (0.000) (0.000) (0.000) (0.143) (0.048)

Standardized p-values within parentheses
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Abstract

In this paper the effect of increased leisure time on the demand for

leisure travel, a good that is both time and emission intensive, is ana-

lyzed both from a theoretical perspective as well as empirically estimated

through the use of retirement and an exogenous increase in the number

of offered vacation days. In particular, the importance of the initial level

of leisure time is investigated through a comparison between Sweden

and the US. The theoretical model predicts that the starting point for

leisure time is important in how the demand for time intensive goods

changes when leisure time increases; the more leisure you have when the

increase happens the less the demand is affected. The empirical results

also support this as a clear difference between Sweden and US is found:

no significant effect of retirement is found on the amount that is spent

on leisure travel in Sweden, while the equivalent effect in the US is sub-

stantial. No significant effects are further found from the large increase

in vacation time that many Swedes get when they turn 40.

1 Introduction

Reducing emissions to reach the climate change goals has never been so urgent,

and while other sectors account for larger emissions at an aggregate level the

trends in international travel, combined with the emission intensity per trip,
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are worrying as travel has been steadily increasing over the past decades (at

least up until the pandemic). One suggestion by environmentalists to achieve

the reduction in emissions is to down-shift the economy instead of chasing

everlasting growth. The argument is that if everyone works and earns less, they

will consume less, which will lead to lower emissions, while still maintaining a

high quality of life due to increased leisure time. Given the income elasticities

of leisure travel (see e.g. Str̊ale (2021)), this is likely to work to some degree.

However, a further question is what happens to the demand for goods that

are both emission and time intensive, such as leisure travel, if the amount of

leisure time is exogenously increased. If the increased leisure time leads to a

reallocation of consumption to more emission intensive goods, a rebound effect

will occur and emissions will not decrease as much as expected.

This paper investigates what happens to the demand for leisure travel when

the leisure time that a household has at their disposal exogenously increases.

In particular, we are interested in investigating how important the baseline

of current leisure time is when leisure time increases. This is done both by

deriving a simple theoretical demand model, where the effect of increased leisure

time from different starting points is analyzed, and by empirically estimating

the effect of increased leisure time on the demand for leisure travel in two

countries that have different levels of baseline leisure time. The latter is done

by estimating the effects of retirement in the US and Sweden, two countries

that differ in the amount of leisure time employees have access to (especially

in terms of access to vacation days), as well as estimating the effect of turning

40 years old in Sweden, an age threshold when a large share of employees gets

between 4 and 6 more vacation days.

This paper thereby starts with an assumption, namely that leisure time in

fact can increase exogenously. Traditional theory on time use and labor sup-

ply, such as Becker (1965), DeSerpa (1971) and Heckman (1974), assumes the

opposite: the economic agent chooses how much to work based on their utility

functions and offered wage rates. Due to this, the only exogenous increases in

leisure that are possible are short term shocks such as unemployment or sick

leaves. Since the early theoretical works on time in economics, a growing liter-

ature has however shown that most individuals are likely to be constrained in

their leisure/labor choice due to structural constraints such as the 40 hour work
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week. This literature argues that most employed individuals are faced with a

take it or leave it option: either they work the proverbial 40 hours week, or

they do not work at all. Examples of this type of literature are Moffitt (1982),

Dickens and Lundberg (1985), Tummers and Woittiez (1991), and Feather and

Shaw (2000). While they use different theoretical approaches, the similarity

is that the individual chooses to work the offered work time if the utility of

doing so is larger than not working at all, even if it is far from the work time

the individual would freely choose. They all also find empirical evidence for

the constraints on work time in the labor market. Moffitt (1982) find that the

people in the sample he uses (working aged men with children) would work 21

hours a week if they could choose freely, and that anyone who wants to work

more than 3 hours a week will accept the 39 hour work week that on average

was offered. Tummers and Woittiez (1991) finds similar results while Dickens

and Lundberg (1985) find the the opposite effect: that the sample would like

to work more at the given wage rate if than they were offered, something that

likely is explained by the fact that the use a sample low-income men together

with an assumption of fixed wage rate independent of work hours. Given this

type of constraints in the labor market, an exogenous shift in leisure time is

thereby possible.

Papers that focus on exogenous shifts in leisure time are however scarce.

One example is Aguiar et al. (2013), who descriptively analyze how individ-

uals who lost their job due to the Great Recession in 2008 use their newly

found extra leisure time and find that the most common increase is in sleep

time and daily leisure activities such as watching TV. In addition, the effects

of retirement have also been analyzed in different settings. The most common

focus has been on the retirement-consumption puzzle, i.e. that total consump-

tion drops at retirement, something that is in violation of the the permanent

income hypothesis. The main focus in this literature is however on expendi-

tures on food, and that the retirement-consumption puzzle can be explained by

an increased home production (i.e. that households cook more when they are

retired instead of eating out). Two prominent examples in this literature are

Aguiar and Hurst (2005) and Luengo-Prado and Sevilla (2013), but there are

several papers with the same focus. A few of these papers have also analyzed

the effects of retirement on leisure travel expenditures. Miniaci et al. (2010)
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include holiday spending in their analysis, but find no effect from retirement

in Italy between 1985–1996, and Redmond and McGuinness (2020), who find

negative effects for retired males in Ireland.

In addition, there are also several examples of travel expenditure patterns

being analyzed for elderly households in the tourism and travel demand litera-

ture (see e.g. Jang and Ham (2009) and Hong et al. (2014)), but no emphasis

is in general put on retirement nor the available leisure time. The travel de-

mand literature has also put a lot of effort on estimating the value of travel

time, some examples being Cesario (1976), Bockstael et al. (1987) and Feather

and Shaw (2000), where the main discussion has been on how to estimate the

opportunity cost for leisure time use, but exogenous changes in leisure time

are not analyzed in this literature either. While there are several strands of

literature that touches upon the aspects that are analyzed in this paper, to

the best of my knowledge no other paper explicitly considers the effects from

increased leisure time on the demand for time intensive goods. In particular,

no paper addresses the importance of the starting level of leisure time, before it

increases, as far as I know. This paper therefore makes valuable contributions

to the research on constrained work time, retirement consumption as well as

the travel demand literature.

The main results in this paper are as follows. In Sweden, retirement only

affects the probability of being a traveler. Interestingly, the probability to travel

internationally decreases while the probability to travel domestically increases.

The aggregate effect on total leisure travel, both domestic and international,

is also negative. No effect on the level of expenditure is found. In the US,

retirement has a positive effect on both the probability to travel as well as

the amount that is spent once traveling. Since income is controlled for, this

suggests that the massive increase in leisure time at retirement has a clear

effect in the US while a very limited effect in Sweden, where the effect mostly

seems to be a reshuffle between international and domestic travel. In addition,

no significant effect from turning 40 in Sweden, when the holiday allowance

increases, is found. This suggests that there is indeed a rebound effect in terms

of allocation towards more energy intensive goods such as leisure travel if leisure

time increases, given that the current level of leisure time is low. As shown in

the theoretical model, this effect decreases as the starting leisure time increases,
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and based on the Swedish results increased leisure time seems to have limited

effects on the demand for leisure travel already at a starting level of 5-6 weeks

of vacation.

These results are important for a number of reasons. First of all, it seems

likely that the amount of time that people work can decrease over time. In

particular, as automation increases, now with the help of artificial intelligence,

it is foreseeable that we will reach a point where very little work-time needs

to be allocated. This type of downshift can of course be encouraged further

through policy, not the least in an attempt to reduce emissions, in which the

effects on the demand for energy intensive goods needs to be taken into account.

The evidence from this paper suggests that encouraging people to work less in

an attempt to achieve a down-shift could indeed work as the potential rebound

effect seems to be limited, at least in the case of leisure travel. In addition, this

type of evidence is also an indication of whether employees work the optimal

amount based on their own utility functions. As the amount of vacation time

(and in most cases also work-time) usually is a take it or leave it offer it is

likely that many people work more than they would like if they could choose

optimally. These results can therefore also be used by policy makers to adjust

work time and vacation laws to get closer to the optimal work time based on

an individual utility perspective.

The rest of the paper is structured as follows. In the next section, a back-

ground is given on differences in work and vacation time in the US and Sweden.

In section 3, the theoretical framework is presented. In section 4, the data that

is used in the empirical analysis is presented. The empirical strategy is pre-

sented in section 5, the main results are presented in section 6 and robustness

checks are performed in section 7. The empirical results are discussed together

with the theoretical predictions and potential identification issues in section 8.

Section 9 concludes.
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2 Background on working time in Sweden and

the US

When it comes to working time, there are some notable differences between

Sweden and the US. US workers work a lot more than Swedish workers, and

according to OECD1 the total number of working hours per person per year

in 2010 was on average 1772 hours in the US while it was only 1484 hours in

Sweden. This is the total number of hours worked over the year divided by the

number of people in employment.

One of the reasons for the difference in working time is that Swedes on

average get a lot more vacation time than Americans. In the US, there is no

vacation law that mandates employers to offer vacation to their employees. As

a result, 1 in 4 employees in the US receive no vacation at all (Maye, 2019).

The lack of mandating laws also results in a large heterogeneity, where the

number of vacation days depend on e.g. industry and seniority. The average

vacation time is generally estimated to be 10 working days (2 weeks) per year.

Older people get a bit more of vacation days on average and people between

55 and 64 years of age get an average of 11.3 offered vacation days per year2.

By combining the average offered vacation days, and the number of days off

due to public holidays, Huberman and Minns (2007) further estimate that the

total amount of working days off in the US was on average 20 days in 2000.

In Sweden on the other hand, each worker is entitled by law to 25 work-

ing days (5 weeks) of vacation per year. This is the lowest level of vacation

for full time workers, and some workers get more than that, usually through

negotiation by the unions. In particular, employees in the public sector get

more vacation time at certain ages. For individuals who work for the state,

the lowest level of vacation days is 28 days and when they turn 30 the number

increases to 31. Once a state employee turns 40 the vacation time increases,

again, by 4 more days, resulting in 35 days of vacation (or 7 weeks). For em-

ployees of municipalities and regional governments, the vacation days increase

by 6 days at the age of 40, from 25 to 31 days. Together, this set of employees

1OECD, 2022, Average annual hours actually worked per worker,

https://stats.oecd.org/Index.aspx?DataSetCode=AVE HRS (accessed on 2022-03-16)
2Zippia, 2022, https://www.zippia.com/advice/pto-statistics/ (accessed on 2022-03-16)
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make up about 33 percent of the Swedish labor market3. In addition to the

employees of the public sector, vacation that is higher than the mandated 25

days is common also in the private sector, where it is common to get more va-

cation to compensate for potential overtime (usually these agreements results

in around a total of 30 days of vacation). This is however not connected to age

or seniority, but rather to the type of work the employee has. This difference is

also noticeable in the estimated number of days off for Sweden by Huberman

and Minns (2007), who estimate that the average number of working-days off

in 2000 was 38 days when vacation and public holidays are aggregated, almost

double the amount of days off in the US.

3 Theoretical framework

In order for an exogenous shift in leisure time to be possible, we must be

in a setting where workers do not choose their working time freely. This is

not a completely uncontroversial assumption, especially as the seminal work

on time in economics by e.g. Becker (1965), DeSerpa (1971) and Heckman

(1974) all considers the leisure/labor choice to be just that: a choice made

by the individual as a result of their utility maximizing behavior. Given the

structural constraints in the job market however, a completely flexible work

time is in most cases far from the truth. This has spawned a small theoretical

field where a potential constraint on working time is considered. One example

is Feather and Shaw (1999) who expand the labor supply model by Heckman

(1974) by introducing a take-it-or-leave it constraint at the labor market: either

the individual accepts the working time that is being offered, or they do not

work at all. Using this framework they show that the value of leisure time

to the individual is different depending on whether the individual is working

more, or less, than what is actually preferred.

In the framework by Feather and Shaw (1999), and also Feather and Shaw

(2000), the working time (and thereby leisure time) is exogenous, but they

do not analyze what happens to the demand for goods when the constraint

3Statskontoret, 2022,

https://www.statskontoret.se/fokusomraden/fakta-om-statsforvaltningen/de-som-arbetar-i-

myndigheterna/ (accessed on 2022-03-16)
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changes. To the best of my knowledge, this has further not been considered in

any theoretical framework. To address this, we will consider a utility maximiza-

tion problem where the individual gets utility from consuming goods and from

relaxing. For simplicity, we consider a case where an individual can consume

two goods, one that is time intensive and one that is not, as well as relaxing

(spending time on things that gives utility but that do not cost any money).

The time intensive consumption good can be interpreted as leisure travel: a

good that requires both money and (quite a lot) of time to consume. The other

monetary good can be considered as “all other goods”. The individual chooses

their optimal allocation of money and time on these three goods by maximizing

their utility as:

maxU(X1, X2, L) = Xα
1 X

β
2 L

γ (1)

subject to the budget constraints:

P1X1 + P2X2 = wh̄+A (2)

ϕX1 + L+ h̄ = 1 (3)

where P1 and P2 is the monetary prices of goods X1 and X2, w is the wage

rate, h̄ is the working time that is exogenous to the individual and A is non-

working income, such as pensions, transfers from the government and income

from capital investments. X1 and X2 are thus “traditional” consumption goods

in the sense that money is needed to consume them, which is constrained by

the total income the individual has, but in addition to money, X1 also requires

the individual to spend time in the consumption (for simplicity we assume that

X2 requires no time to consume). This is demonstrated in the second budget

constraint, where total available time (standardized to 1) is the sum of working

time (h̄), time spent on consuming X1 and time spent on neither working or

consuming (L). L can be interpreted as leisure time that is enjoyed without

any money consumption tied to it, while ϕX1 is leisure time spent on X1.

Total leisure time thereby becomes L+ϕX1, as X1 is considered to be a leisure

good, and ϕ can be interpreted as the “time price” of consuming X1. The total

time available should further be seen as discretionary time, time that is net of

mandatory “life admin” such as sleeping, cleaning and grocery shopping.

8



Since we are interested in what happens to the demand for the time intensive

good, X1, when h̄ changes we can rearrange the second budget constraint so

that:

L = 1− ϕX1 − h̄ (4)

and substitute it into the utility function, to simplify the maximization prob-

lem:

maxU(X1, X2, L) = Xα
1 X

β
2 (1− ϕX1 − h̄)γ (5)

s.t P1X1 + P2X2 = wh̄+A (6)

which gives us the Lagrangian:

L = Xα
1 X

β
2 (1− ϕX1 − h̄)γ − λ(P1X1 + P2X2 − wh̄−A). (7)

Taking the first order conditions w.r.t X1 and X2 gives us:

αU(·)
X1

− ϕαU(·)
1− h̄− ϕX1

= λP1 (8)

and
βU(·)
X2

= P2 (9)

respectively, where U(·) is the utility function. Dividing equation 8 with equa-

tion 9 gives us:

X2

β

[
α

X1
− γϕ

1− h̄− ϕX1

]
=

P1

P2
. (10)

Solving for X2 gives us:

X2 = β
P1

P2

[
α

X1
− γϕ

1− h̄− ϕX1

]−1

(11)

which is an expression for the optimal combinations of the two consumption

goods X1 and X2 given the prices P1 and P2, the working time h̄, and the

parameters α, β, γ and ϕ, all of which are exogenous to the individual. Using

this expression we can simulate what happens to the demand for X1 and X2

when h̄ decreases, so that total leisure time (L + ϕX1) increases, both when

total income is kept constant and when total income decreases due to the
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decreased working time, given certain values of the parameters in equation 11.

A comparison can also be made when the increase in leisure time comes from

different initial levels of leisure time, which is what we are interested in. Here

we consider what happens when an individual retires, i.e. when h̄ approaches

zero while the income level is held constant, when the starting levels of leisure

time are at the Swedish and US levels respectively.

How the demand for X1, as well as X2, changes as h̄ changes depends on

the parameters, the prices of the good, the initial level of h̄ and whether the

income level is fixed or not. In the framework of this paper, we consider X1 to

be leisure travel, a good that is time intensive as well as expensive, while X2

is all other goods. In the simulation of the effect on the demand, we therefore

assign ϕ to be 1, and P1 to be 1.5 while P2 is 1. This captures that one unit of

leisure travel requires one unit of time (a full week of vacation requires all the

time of that week e.g.) while the good is more expensive than the general level

of all other monetary goods, X2. Given the choice of a Cobb-Douglas utility

function, α roughly represents how much of all expenditure is allocated towards

X1. In the case of leisure travel this is around 0.07, in pure money expenditure

terms, given that you have a positive expenditure on leisure travel (based on

the data that is used in this paper). For β and γ we allow the parameters to

be equal, while having the sum of all parameters to equal to 1, which gives us

0.465 each.

The choice of h̄ determines the initial leisure time that the individual has at

its disposal. Here, we are interested in comparing what happens when leisure

time is increased in Sweden and the US. As h̄ is a measure of how much of

an individual’s discretionary time that is spent at work, we must first consider

how much discretionary time that is reasonable to have in a day. While a day

consists of 24 hours, each individual must sleep and do a certain amount of other

“mandatory” chores that also take up time of the day (cook, clean, grocery

shopping and other activities that are not considered to be leisure activities).

If we assume that 10 hours of the day goes to these “mandatory” activities the

total amount of discretionary time in a day is 14 hours, or 365 × 14 = 5110

hours in a year. Comparing this with the estimated total work time per year

and employee for Swedes and Americans, 1484 and 1772 hours respectively,

as discussed in the previous section, this yields h̄US = 1772/5110 = 0.35 and
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h̄SE = 1484/1772 = 0.29.

How the allocation between X2 and X1 changes as a result of retirement,

from the different baseline levels of h̄ that reflects the Swedish and US levels

respectively, is shown in Figure 1. The curved line in the figures is the allocation

line, equation 11, i.e. the allocation between X1 and X2 that the individual

chooses to consume for different income levels (given the parameters). The close

to horizontal lines in the figures is the monetary budget constraint, equation 2.

The intersection between the allocation line and the budget constraint de-

termines how much of X1 and X2 that is consumed. When h̄ goes to zero, the

allocation line shifts outward and the change in consumption of X1 and X2 is

the difference between the original intersection point and the new. As can be

seen in Figure 1 (a), where the baseline leisure time is relatively high, as we

use the Swedish level of leisure time, there is a small increase in the demand

for X1 (and decrease in the demand for X2). When the baseline leisure time is

relatively low however, the US case, the increase in the demand for X1 is clearly

higher, as can be seen in Figure 1 (b). The starting level of leisure time does

thereby determine how the demand for the time intensive good changes when

leisure time increases exogenously. The analysis here does of course depend on

the chosen parameters, choices that might be debated, but the model illustrates

that how much the demand for time intensive goods increases as leisure time

increases depends on the starting level of leisure time: the higher the starting

level is, the smaller the change in demand for the time intensive good is.
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Figure 1: Effect on demand for good X1 and X2 when leisure time increases

due to retirement, from different baseline levels of leisure time.

(a) Effect of retirement from a high baseline level of leisure time (baseline h̄ = 0.29)

(b) Effect of retirement from a low level of baseline leisure time (baseline h̄ = 0.35)
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4 Data

This paper uses two consumer expenditure surveys: the Household Budget Sur-

vey (HBS, or HUT in Swedish) for Swedish households, collected by Statistics

Sweden, and the Consumer Expenditure Survey (CE) for US households, col-

lected by the U.S Bureau of Labor Statistics. Swedish data is a yearly repeated

cross-section of randomly selected households between the years 2003-2009 and

2012 (no survey was made for 2010 and 2011). Hence there are new households

each year, giving a total sample size of 17,924 households. The US data is

quarterly, and follows the same randomly selected households for a full year,

but each year there are new households in the sample. The US data is available

for all years between 1980 and 2020, but since we in this paper are interested

in a comparison between Sweden and the US, we use the same years that are

available in the Swedish data in the main analysis. The total sample size in

the US data is 88,390 households.

The available travel variables differ slightly between the two surveys. In the

Swedish data, expenditure on domestic as well as international leisure travel

is available. In the US, expenditure data on total leisure travel as well as

expenditure on air travel tickets is available. In all cases it is strictly leisure

expenses that are considered, work-related travel is excluded. From an emission

standpoint, air travel in the US and international travel from Sweden (since this

type of travel is made predominantly by air) are the most interesting variables,

but the effect of increased leisure time is interesting for all types of variables.

Retirement is also defined slightly different in the Swedish and US data. In

the US it is its own category, and an individual is retired if the main reason for

not working the past 12 months is retirement. Due to this definition it is also

not possible to see an individual move from being a worker to being retired,

even with quarterly data. In Sweden, the retirement variable is combined with

not working due to reasons of being a househusband or housewife, but given

that the share of retired individuals has a clear spike after the age of 60, as can

be seen in Figure 1, together with the culture in Sweden where it is relatively

rare to be a stay-at-home husband or wife, a very large proportion of the

individuals that are coded as retired should in fact be retired, especially in the

age-group that is considered in the analysis. The two retirement variables, the
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Figure 2: Average share of retired individuals per year of age. Based on Swedish

data from the Swedish Household Budget Survey (collected by Statistics Swe-

den) and US data from the US Consumer Expenditure Survey (collected by

the Bureau of Labor Statistic), for the years 2003-2009 and 2012.

US and Swedish, should therefore be comparable. Other drawbacks with the

retirement variables are that no information is given on how long a person has

been retired, nor from what they retired from.

When it comes to vacation in Sweden, the Swedish data neither includes

information on offered vacation days nor on what type of employer an individual

has. Given that only certain types of employees, primarily those working in

the public sector, get the exogenous increase in vacation time when they turn

30 and 40, the age can only be considered as a proxy for this increase. Due to

this, and since the major increase in vacation days happens when public sector

employees turn 40, this will be the age that is analyzed in this paper. Also, as

no one gets less vacation time at these ages, any time effects from those that

are employed in the public sector should still be visible, especially since about

33 percent of the workforce in Sweden works for the public sector and since the

increase in vacation days are large. Nevertheless, this is a clear drawback with

the data as any potential effects from the extra vacation that some individuals
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Table 1: Mean values of variables of interest in the age group 58–68 for US

and Sweden, dependent on retirement status. Expenditure variables are in

USD/year for the US and SEK/year for Sweden.

US Sweden

Workers Retired Workers Retired

Total expenditure 41030 33343 355276 305871

Tot. leisure travel 1429 1406 17003 13554

Tot. leisure travel, positive* 5705 5788 28483 25486

Air travel 370 301 – –

Air travel, positive* 3929 3639 – –

Share, leisure travel 0.25 0.24 0.60 0.53

Share, air travel 0.094 0.083 – –

Medical expenditures 765 671 4674 6750

Expenditure prescriptions 449 520 2598 3366

Age 61.8 64.3 61.3 64.8

Household size 2.06 1.96 1.91 1.79

*mean value conditional on expenditure on the good in question being positive

get when they turn 40 will be diluted by those who do not get this increase in

vacation time.

In Table 1 descriptive statistics on some variables of interest are presented

for the age group of interest in the retirement analysis. Different averages are

presented for the retired and non-retired groups, for US and Sweden respec-

tively. The expenditure levels are presented on a yearly basis for both countries,

in SEK for Sweden and in USD for the US. Since the exchange rate between

USD and SEK naturally was not fixed during the sample time, comparisons

of values will be approximate. The exchange rate was roughly between 7–8

USD/SEK during this period and our income variable of choice (total expen-

diture) are quite similar in the US and Sweden based on this, although slightly

lower in the US than in Sweden for both workers and retired. The average age

in the working and retired groups are also very similar in the two countries. An

interesting difference is however how many that take part in leisure travel. In

Sweden more than 50 percent travels in a year, while the corresponding share of
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travelers in the US is only around 25 percent. In addition, the average expendi-

ture on travel given that you have a positive expenditure is much larger in the

US than it is in Sweden. Finally, we see that expenditure on health variables

are larger in the retired group, particularly in Sweden, which indicates that it

might be useful to control for this variable.

5 Econometric Strategy

As is evident in Table 1 in the previous section, a large share of the households

in both Sweden and the US have zero expenditures on leisure travel in a given

year. Traditional methods to handle data with corner solutions like these, or

censored data as it sometimes is called, are e.g. the Tobit model by Tobin

(1958) or hurdle models (see e.g. Amemiya (1984) for an overview). The aim

with these models is to find an average effect, for the whole population, when

the effect on both the probability to participate and the level is accounted for.

In this paper we are however interested in these effects separately. For the effect

of retirement, two different estimations are therefore made for each dependent

variable and country of interest. First, the effect on the probability to have a

positive expenditure on the leisure travel variable of interest is estimated using

probit. Secondly, the effect on the expenditure levels on the different leisure

travel variables of interest, for the households that have a positive expenditure

on leisure travel, is estimated using ordinary least squares (OLS). This can

therefore be seen as a decoupled two-part model, where the effects on the

probability to participate in leisure travel and the level of expenditure, given

that you are a traveler, are estimated separately.

The equations that are estimated are thereby given by:

Pr(Ti > 0) = Φ(γ1 + γ2Ri +Xiγ + ϵ) for 58 ≤ agei ≤ 68

and Ti = β1 + β2Ri +Xiβ + ϵ for 58 ≤ agei ≤ 68

where Ti is the household expenditure on the type of leisure travel that is

considered (domestic, international or total leisure travel in Sweden and total

leisure travel or leisure air travel in the US) and Ri is a dummy variable that

indicates whether the household head is retired or not. Xi is a vector of control

variables that includes the household’s total expenditure (which is the chosen
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income variable), the age of the household head, household expenditure on

medical services and prescriptions, whether the household head has a high

education or not (bachelor’s degree and above), number of individuals in the

household, whether the household lives in an urban area or not, whether the

household owns their home or not, the number of rooms that are in the home

and whether the household head is a female or not. In addition, yearly time

fixed effects are included in both the Swedish and US estimation and state

fixed effects are included in the US estimation. The estimations are further

made for households where the household head is between 58 and 68 years of

age, to focus on those who are close to the average retirement age. Since the

average retirement differ a bit depending on how you define retirement (both

for Sweden and the US), different age groups are also considered in a sensitivity

check.

Probit is the estimation method used to estimate the effects on the prob-

ability to have positive expenditure on leisure travel and Φ(·) is therefore the

cumulative standard normal distribution function. We are interested in the

marginal effect of retiring, i.e. how much the probability of having a positive

expenditure on the type of leisure travel in question on average changes when

an individual retires. This is calculated using the package margins in Stata.

Given that the US data is quarterly, each household appears four times in

the data set. Since correlation within the households are extremely likely, which

deflates the standard errors if not accounted for, standard errors are clustered

on a household level in the US estimations. In the Swedish estimations, this

is not an issue since the data is yearly and each household only appears once.

Robust standard errors are therefore used in the Swedish estimations.

For the effect of turning 40, similar estimations are made, given by the

equations

Pr(Ti > 0) = Φ(γ1 + γ2Ai +Xiγ + ϵ) for 35 ≤ agei ≤ 44

and Ti = β1 + β2Ai +Xiβ + ϵ for 35 ≤ agei ≤ 44

where Ai instead is an indicator variable for whether the household head is

40 years old or above, our proxy variable for whether an individual gets more

vacation time or not. The same control variables are used as in the retirement

estimations, except for age (since this variable is perfectly correlated with Ai).
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These estimations are further only made with the Swedish data, and the sample

is restricted to 5 years before and 5 years after the vacation time has increased.

This decision is made in order for the sample not to be too small, while at the

same time not going too far away from the point where the increased vacation

time happens. In a sensitivity analysis shorter time spans are also considered,

at the cost of a smaller sample.

In both the retirement and vacation time estimation there are several sources

of bias present. Starting with the effect of retirement, one obvious threat to

identification is that individuals can self-select to retire. This results in an

upward bias if they willingly retire early to be able to travel more, and a po-

tential negative bias if they are forced to retirement for health reasons (as those

health reasons likely make traveling more cumbersome). If any of these biases

are present, we would however expect to see a variance in estimated coeffi-

cients when different age groups are considered. This type of robustness check

is therefore considered in section 7. Health issues are also in part controlled

for.

Another potential issue is that it can be argued that different “income

classes” are compared in the estimation. The income control variable will result

in a comparison between households that have the same total expenditure, but

differ in retirement status. The advantage with this approach is that we can

analyze the effect of retirement, while holding income (or total expenditure in

this case) fixed. This is vital to isolate the leisure time effect of retirement from

the income effect of retirement. As retired individuals on average consume

less than their working counterparts this can however also result in a bias

if there are cultural differences in traveling decisions based on the perceived

“income class” that the individual is part of, since a retired individual from a

higher income class will be compared with a working individual from a lower

income class. Since the estimation of the effect on expenditure levels is made

on households with a positive expenditure, we do however know that they

already are “travelers”, i.e. at least have the “habit” of traveling, and it is not

unlikely that the total income is much more important in the travel decision

than perceived income class. Similarly, if such a cultural effect is present it is

likely that it will be present in both Sweden and in the US.

Thirdly, the use of expenditure on leisure travel as the main dependent
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variable is also a source of concern due to differences in prices of leisure travel

over the year. A working individual will in many cases be “forced” to travel

at the most popular times of the year, when the cost of travel is the highest,

while a retired individual has a much bigger flexibility to choose cheaper travel

options on less popular times. The retired individual may therefore be able to

travel more with the same travel budget, which results in a negative bias in the

estimation on the effect on expenditure. This is however not the case for the

probability estimation.

For the effect of turning 40, fewer potential biases are present. The main

concern is omitted variable bias, especially as the age span that is considered

is quite wide. Since some 35 year olds are compared with 44 year olds, it is

not impossible that there are variables that are not controlled for that corre-

lates with both the age and the travel decisions. Such variables could e.g. be

job security, family situation (a part from the number of household members,

which is controlled for), or simply that the taste for traveling changes with age.

This is addressed in part by the sensitivity analysis that restricts the age-span

considered, but at the same time this introduces issues with a smaller sample.

In addition, the fact that only a share of the sample actually gets more vaca-

tion days at these ages is also a concern as the potential effect becomes diluted

by the ones that do not get extra vacation days, as discussed in the previous

section. The concerns for bias that have been listed, for both the effect of re-

tirement and of extra vacation days, will be addressed further in section 7 and

discussed together with the results in section 8.

6 Main results

Here the main results of the paper are presented. These results are discussed

together with the theoretical predictions and potential identification issues in

section 8.

Starting with retirement, the effect that it has on the probability and ex-

penditure levels of leisure travel in Sweden is presented in Table 2. As can

be seen, retirement has no significant effect on the expenditure levels for those

households that have a positive expenditure on the different types of leisure

travel that are considered. No significant effect can be seen on the expenditure
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level either for domestic, international or the aggregated total leisure travel.

When it comes to the marginal effect on the probability of having a positive

expenditure on leisure travel, retirement has a positive effect on the probability

to spend money on domestic travel of about 3 percent. This can be interpreted

as the probability to travel domestically increases by 3 percent when a person

retires. However, the corresponding probability effect on international travel

is negative, at about minus 6 percent. There therefore seems to be some sub-

stitution effects going on when a person retires: travel abroad is reallocated

to travel within Sweden. In addition, the aggregate effect is negative as the

effect on the probability to consume all types of leisure travel (the aggregate of

domestic and international travel) is negatively affected by retirement, as this

effect is negative at about minus 4 percent. Overall therefore, the propensity

to travel seems to be lower after retirement than before, at the same time as

the expenditure levels are not significantly different.

For the US, the results are quite different, as can be seen in Table 3. The

expenditure by those who have a positive expenditure on leisure and air travel

respectively both increase due to retirement, and the effects are significant.

The expenditure on total travel increases by USD 263 per quarter, while the

expenditure on air travel increases by USD 104 per quarter, translating into

an increase in leisure travel expenditure of more than 1000 dollars on a yearly

basis. In addition, the probability to spend money on leisure travel increases

by about 2 percent due to retirement, while the probability to travel by air is

unchanged.

The effects on travel demand from turning 40 in Sweden, our proxy variable

for increased vacation, are presented in Tables 4. As can be seen, turning 40 has

no significant effect on either the probability to travel, nor on the expenditure

levels, for any type of leisure travel.
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Table 2: Effect of retirement on the probability and expenditure levels of do-

mestic, international and total leisure travel in Sweden. Probit is used to

estimate the effect on the probability to travel, OLS to estimate the effect on

expenditure for the households that have a positive expenditure on the type

of travel in question. Estimations are made for the sub-sample of households

that have a household head that is between 58 and 68 years old.

VARIABLES Domestic, Domestic, International, International, Total, Total,

marginal prob. SEK/year marginal prob. SEK/year marginal prob. SEK/year

effect effect effect

Retired 0.0341** -587.1 -0.0615*** 222.5 -0.0440** 182.8

(0.0158) (624.0) (0.0216) (1,818) (0.0217) (210.2)

Total expenditure 1.43e-07*** 0.00550** 5.48e-07*** 0.0403*** 6.08e-07*** 0.00191**

(3.33e-08) (0.00241) (8.29e-08) (0.00652) (8.59e-08) (0.000833)

Age reference person 0.00822*** 87.30 0.00271 144.0 0.00571* 77.13**

(0.00253) (108.4) (0.00340) (300.7) (0.00338) (37.11)

Medical services -4.93e-07 0.0105 -4.92e-07 -0.0603** -9.31e-07** -0.00100

(3.08e-07) (0.0224) (3.89e-07) (0.0287) (3.79e-07) (0.00770)

Prescriptions -1.66e-06* -0.000796 1.10e-06 0.0485 -1.85e-07 -0.0198

(1.00e-06) (0.0431) (1.34e-06) (0.101) (1.33e-06) (0.0128)

High education 0.0211 819.3 0.101*** 4,475*** 0.0893*** 250.1

(0.0149) (579.8) (0.0206) (1,543) (0.0209) (199.4)

Household size -0.00342 1,257*** -0.000572 3,126*** -0.00970 330.2*

(0.0120) (476.5) (0.0164) (1,127) (0.0165) (186.3)

Urban -0.0225 769.8 0.114*** 2,974** 0.0924*** -234.7

(0.0141) (486.4) (0.0184) (1,376) (0.0183) (188.8)

Owned living 0.0100 952.0* 0.0576*** 3,054** 0.0541** 197.0

(0.0166) (503.7) (0.0213) (1,543) (0.0211) (186.3)

Nr. of rooms 0.00513 -4.010 0.0183*** 141.8 0.0168** -18.12

(0.00471) (185.8) (0.00655) (494.3) (0.00663) (66.31)

Female -0.0518*** -891.6 -0.0292* -1,976 -0.0430** -528.5***

(0.0132) (581.0) (0.0176) (1,369) (0.0175) (189.2)

Time FE’s YES YES YES YES YES YES

Constant -5,018 -11,055 -4,126*

(6,837) (19,052) (2,346)

Observations 2,961 460 2,961 1,533 2,961 1,689

R-squared 0.128 0.149 0.038

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table 3: Effect of retirement on the probability and expenditure levels of total

leisure travel and air travel in the US. Probit is used to estimate the effect

on the probability to travel, OLS to estimate the effect on expenditure for the

households that have a positive expenditure on the type of travel in question.

Estimations are made for the sub-sample of households that have a household

head that is between 58 and 68 years old.

VARIABLES Total travel, Total travel, Air travel, Air travel,

marginal prob. effect USD/quarter marginal prob. effect USD/quarter

Retired 0.0211*** 262.5*** 0.00150 104.2**

(0.00579) (57.57) (0.00391) (47.90)

Total expenditure 1.02e-05*** 0.0797*** 4.07e-06*** 0.0353***

(4.25e-07) (0.00880) (1.88e-07) (0.00968)

Age reference person -0.000644 16.29* 2.71e-05 6.114

(0.000858) (9.001) (0.000568) (7.577)

Medical services 6.85e-06* -0.0760* 7.65e-07 -0.0694

(3.69e-06) (0.0433) (2.00e-06) (0.0429)

Prescriptions 1.20e-05 -0.238** 7.63e-06 -0.299***

(8.48e-06) (0.115) (4.83e-06) (0.109)

High education 0.0787*** 220.3*** 0.0474*** 153.3***

(0.00558) (54.13) (0.00358) (47.85)

Household size -0.0204*** -105.5*** -0.00893*** -3.701

(0.00254) (22.74) (0.00174) (20.92)

Urban -0.0142 32.44 0.0261*** -89.48

(0.0109) (79.59) (0.00839) (87.68)

Owned living 0.0725*** 126.4* 0.0264*** 35.21

(0.00768) (65.19) (0.00524) (64.49)

Nr. of rooms 0.00511*** 26.59 0.00234*** -9.568

(0.00134) (18.45) (0.000808) (20.34)

Female -0.00625 -60.53 0.00846** -17.46

(0.00498) (57.58) (0.00332) (59.02)

Time FE’s YES YES YES YES

State FE’s YES YES YES YES

Constant -1,536*** -23.98

(581.6) (499.3)

Observations 26,684 8,921 26,684 3,254

R-squared 0.213 0.183

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table 4: Effect of turning 40 on the probability and expenditure levels of

domestic and international leisure travel in Sweden. Probit is used to estimate

the effect on the probability to travel, OLS to estimate the effect on expenditure

for the households that have a positive expenditure on the type of travel in

question. Estimations are made for the sub-sample of households that have a

household head that is between 35 and 44 years old.

VARIABLES Domestic, Domestic, International, International,

marginal prob. effect SEK/year marginal prob. effect SEK/year

Forty 0.0125 -73.84 0.0225 750.7

(0.0132) (725.7) (0.0190) (1,493)

Total expenditure 1.06e-07*** 0.0117*** 6.82e-07*** 0.0472***

(3.12e-08) (0.00227) (6.75e-08) (0.00724)

Medical services 6.26e-07 -0.0234 8.99e-08 -0.0674

(5.70e-07) (0.0166) (8.72e-07) (0.0696)

Prescriptions -1.37e-06 -0.00728 -2.96e-06* -0.337***

(1.41e-06) (0.0783) (1.80e-06) (0.123)

High education 0.0491*** -31.81 0.102*** 1,626

(0.0138) (747.3) (0.0205) (1,502)

Household size -0.0172*** -658.1** -0.0491*** 339.1

(0.00571) (311.5) (0.00853) (663.5)

Urban -0.0179 -810.3 0.0755*** 3,859**

(0.0151) (782.4) (0.0220) (1,661)

Owned living 0.0209 -23.58 0.0338 771.7

(0.0162) (761.3) (0.0229) (2,165)

No. of roomsAntal rum i bostaden 0.000630 181.4 0.00246 -226.3

(0.00435) (245.8) (0.00651) (606.2)

Female 0.00327 -1,235* 0.00179 3,086**

(0.0133) (708.3) (0.0192) (1,449)

Time FE’s YES YES YES YES

Constant 4,931*** -1,269

(1,457) (3,410)

Observations 2,505 318 2,505 1,215

R-squared 0.178 0.177

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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7 Robustness analysis

Here we consider how robust the estimated coefficients are to changes in the age

groups that are considered in the estimations, as well as a step-wise addition

of the included control variables. The robustness with respect to age groups

can give some indication of whether self-selection issues are present, as well

as a general sense of how stable the estimates are. The robustness analysis

with respect to the step-wise inclusion of control variables can give some sense

of how large a potential omitted variable bias might be, and just as for the

age-group analysis stable estimates provide more confidence in the robustness

of the main estimates. In addition, robustness of the results to alternative

definitions of the retirement variable is considered.

Starting with age groups, Table 5 show the estimated coefficients for the

retirement dummy variable for the different specifications when different age

groups are used for the estimation. The type of estimation, whether it is probit

or OLS on the households with positive expenditure that is used and which the

dependent variable is, is given in the first column. In all cases the same set of

covariates that are used in the main estimations are included, but for brevity

only the coefficient for retirement is presented.

For Sweden, we can see that the coefficients for the expenditure estimations

jump around a bit both for domestic, international and total leisure travel.

This is expected when the estimates are non-significant and does not provide

anything of value, other than that the main effects likely are low or close to

zero. For the probability estimates, we see that the probability to travel domes-

tically increases as the age groups become higher. Similarly, the probability

to travel internationally is the most negative, and significant, for the lowest

age group (55-65 year-olds) and this effect then becomes less negative as the

age groups increase in age. For the highest age groups the coefficients are no

longer significant. The same pattern is seen for the effect of retirement on the

probability to travel at all (total travel). In addition to retirement, the age of

the household head therefore seems important in how large the effect of retire-

ment on the probability to travel is in Sweden. While age is controlled for in

each estimation, only the effect of age within the sub-sample that is used can

be controlled for, and as we see trends in how retirement affects the probabil-
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ity of leisure travel as the age groups changes it is likely that these estimates

are biased by the effect of the age of the individuals that are included in the

sample. That the probability to travel domestically increases with age, due

to a substitution from international travel, is also not surprising as domestic

travel is more convenient than international travel. It is however surprising

that the biggest negative probability effects on international travel are found

in the youngest age group. Overall therefore, the interpretation of the effects

from retirement on the probability for Swedes to travel should be treated with

some caution.

For the effects of retirement in the US, the stability of the significant esti-

mates are much higher. The effect on the probability to travel is stable, and

around 2 percent, for all age groups except for the three highest (63–73, 64–74

and 65–75) where the effect is slightly lower. The effect on expenditure on

total leisure travel is also stable, and slightly below 300 dollars per quarter.

The lowest age group has the highest effect, 352 dollars, which could be an

indication of self-selection bias, but since there is no clear trend over the age

group and the variability is low this is likely a random difference. The effect

on expenditure on air travel is also moderately stable, and over all around 100

dollars per quarter except for the lowest age group. There is some indication of

an increasing trend as the age groups gets higher, but this is also not surprising

as flying might be more convenient than e.g. car or train rides and therefore

more preferred by older retired individuals than younger. Overall therefore,

the US estimates seem robust with respect to the considered age groups.

For the estimations of the effects of turning 40, a different age group ro-

bustness check is made. Since in comparison with retirement, the age limit

is fixed, the change of age groups that is of interest is the width of the age

span around 40. Given that none of the main estimates were significant, this

robustness check is of less interest. Nevertheless, they are made and the results

are presented in Table A1 in Appendix A.1, where five different age spans are

considered around 40. As expected, there is quite a lot of variability in the

coefficients (especially for the expenditure estimation) and most of the coeffi-

cients are still not significant. A few significant coefficients appeared, but given

the general instability in the estimates these are likely to be random events.
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Turning now to the step-wise addition of covariates. These are made for

all of the considered specifications, but to save space only two of these robust-

ness checks are included here (the others are available in Appendix A.2 for

the retirement estimations and Appendix A.3 for the effect of turning 40, for

reference). In Table 6, we see how sensitive the estimated effect on the prob-

ability to travel domestically in Sweden changes when the included covariates

are sequentially added to the estimation. The coefficients are stable overall,

but we see that the age of the household head is particularly important as the

inclusion of this variable halves the estimated effect of retirement. After the

inclusion of age the coefficients are stable around 3 percent. This is interesting

given the previous age-group robustness check: age definitely seems to be im-

portant for the probability to travel domestically in Sweden. Interestingly, age

does not have the same effect on the estimated coefficient of the probability to

travel internationally, as can be seen in Table A2 in Appendix A.2.

Table 6: Step-wise addition of covariates for the probability to travel domesti-

cally in Sweden

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired 0.0538*** 0.0610*** 0.0308* 0.0328** 0.0356** 0.0356** 0.0350** 0.0355** 0.0322** 0.0341**

(0.0133) (0.0133) (0.0158) (0.0158) (0.0158) (0.0158) (0.0158) (0.0158) (0.0159) (0.0158)

Total expenditure 1.43e-07*** 1.42e-07*** 1.55e-07*** 1.44e-07*** 1.47e-07*** 1.52e-07*** 1.43e-07*** 1.49e-07*** 1.43e-07***

(3.07e-08) (3.06e-08) (3.14e-08) (3.16e-08) (3.32e-08) (3.34e-08) (3.38e-08) (3.37e-08) (3.33e-08)

Age 0.00852*** 0.00869*** 0.00848*** 0.00844*** 0.00857*** 0.00836*** 0.00862*** 0.00822***

(0.00254) (0.00253) (0.00252) (0.00253) (0.00253) (0.00253) (0.00254) (0.00253)

Medical services -5.30e-07* -5.16e-07* -5.18e-07* -5.29e-07* -5.19e-07* -5.34e-07* -4.93e-07

(3.14e-07) (3.12e-07) (3.11e-07) (3.08e-07) (3.07e-07) (3.10e-07) (3.08e-07)

Prescriptions -1.54e-06 -1.46e-06 -1.46e-06 -1.43e-06 -1.39e-06 -1.60e-06 -1.66e-06*

(1.01e-06) (1.00e-06) (1.00e-06) (1.01e-06) (1.01e-06) (1.00e-06) (1.00e-06)

High education 0.0295** 0.0293** 0.0308** 0.0281* 0.0224 0.0211

(0.0148) (0.0148) (0.0148) (0.0149) (0.0150) (0.0149)

Household size -0.00289 -0.00399 -0.00908 -0.00483 -0.00342

(0.0111) (0.0112) (0.0119) (0.0120) (0.0120)

Urban -0.0240* -0.0222 -0.0230 -0.0225

(0.0141) (0.0142) (0.0141) (0.0141)

Owned living 0.00951 0.00809 0.0100

(0.0167) (0.0166) (0.0166)

No. of rooms 0.00541 0.00539 0.00513

(0.00470) (0.00469) (0.00471)

Female -0.0519*** -0.0518***

(0.0132) (0.0132)

Year FEs YES

Observations 2,963 2,961 2,961 2,961 2,961 2,961 2,961 2,961 2,961 2,961

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table 7: Step-wise addition of covariates, expenditure on total leisure travel in

the US, OLS estimations on households with a positive expenditure

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired 20.97 269.4*** 240.9*** 253.1*** 274.6*** 271.7*** 267.6*** 263.1*** 267.3*** 262.5***

(60.09) (53.80) (57.05) (57.20) (56.81) (56.72) (56.93) (57.55) (57.28) (57.57)

Total expenditure 0.0798*** 0.0799*** 0.0815*** 0.0796*** 0.0804*** 0.0803*** 0.0807*** 0.0802*** 0.0797***

(0.00756) (0.00759) (0.00798) (0.00810) (0.00826) (0.00828) (0.00867) (0.00862) (0.00880)

Age 12.73 14.14 15.99* 13.84 14.34 14.04 15.58* 16.29*

(8.860) (9.006) (8.948) (8.817) (8.803) (8.816) (8.945) (9.001)

Medical services -0.0600 -0.0678 -0.0665 -0.0670 -0.0704 -0.0739* -0.0760*

(0.0422) (0.0424) (0.0424) (0.0425) (0.0432) (0.0431) (0.0433)

Prescriptions -0.297*** -0.283** -0.274** -0.272** -0.286** -0.285** -0.238**

(0.114) (0.114) (0.112) (0.112) (0.113) (0.113) (0.115)

High education 285.4*** 273.8*** 267.6*** 228.7*** 216.6*** 220.3***

(53.89) (55.08) (54.94) (52.99) (52.73) (54.13)

Household members -80.74*** -80.55*** -98.13*** -94.67*** -105.5***

(25.59) (25.59) (23.66) (23.20) (22.74)

Urban 161.6** 171.4** 128.2* 32.44

(65.98) (66.84) (67.48) (79.59)

Owned living 127.6** 129.3** 126.4*

(64.41) (64.18) (65.19)

Rooms 23.57 22.98 26.59

(17.67) (17.53) (18.45)

Female -43.00 -60.53

(55.76) (57.58)

Year FE:s YES YES

State FE:s YES

Constant 1,426*** 104.3 -683.5 -736.9 -955.0 -662.0 -836.0 -1,047* -1,500*** -1,536***

(34.58) (108.7) (594.0) (601.3) (593.9) (571.9) (569.9) (564.0) (581.6) (581.6)

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

In Table 7, the results of the step-wise addition for total leisure travel

expenditures in the US are presented. As can be seen, it is crucial to control

for the total expenditure of the household. Without that variable, no effect of

retirement is present (although, it is in itself quite interesting that the effect is

not negative without total expenditure included). After the inclusion of total

expenditure, the estimated effect of retirement on the households that have a

positive expenditure on leisure travel is however stable for the inclusion of all

other covariates. Similar stability is found for the expenditure on air travel, as

well as on the probability to have a positive expenditure on leisure travel in

the US, as can be seen in Tables A7 and A9 in Appendix A.2.

Finally, the definition of the retirement variable (or more specifically: the

definition of who is not retired) might also be important, and the estimates

should be stable to variations in this definition. In the main estimation, re-

tired individuals are compared with everyone else that is not retired. This
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Table 8: Comparison of effects with different definitions of not being retired

for Sweden. All covariates included in all estimations, but not included here.

VARIABLES Probit dom. OLS dom. Probit int. OLS int. Probit. tot. OLS tot.

Retired 0.0341** -587.1 -0.0615*** 222.5 -0.0440** 182.8

(0.0158) (624.0) (0.0216) (1,818) (0.0217) (210.2)

Retired2 0.0231 -519.0 -0.0769*** 1,105 -0.0613*** 158.6

(0.0175) (617.8) (0.0233) (1,727) (0.0234) (211.1)

Retired3 0.0317** -678.8 -0.0695*** 113.8 -0.0520** 152.3

(0.0161) (634.9) (0.0218) (1,836) (0.0219) (212.5)

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

includes e.g. unemployed individuals. This might seem counter-intuitive as we

are interested in the increase in leisure time that comes from retirement, and

unemployed individuals have the same amount of leisure time as retired individ-

uals (as they are not working). However, since we do not know the background

of those who are retired, and some individuals likely retired from unemploy-

ment, this definition is considered to be the most representative. Nevertheless,

it is important to investigate whether the specific definition of the retirement

variable is driving the results. This is done in Table 8 and 9, where Retired

is the definition that is used in the main estimations, Retired2 defines a non-

retired individual as an employed individual (in the US, a full-time employed

individual) and Retired3 defines a non-retired individual as someone who has

any type of work, not just those who are employed.

As can be seen, the estimates are stable to the type of retirement variable

that is used. In particular, the effect on leisure and air travel expenditure

in the US is very stable. The same goes for the effects of retirement on the

probability to travel in Sweden. The exact definition of the retirement variable

does therefore not seem to be driving the results.

Overall, the US estimates of the effect of retirement seem to be robust. The

effects in Sweden continue to be non-significant for the expenditure estimations,

and some instability is found on the effect of retirement on the probability to

travel. In particular, the probability seems to be affected by age, and that this
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Table 9: Comparison of effects with different definitions of not being retired

for the US. All covariates included in all estimations, but not included here.

VARIABLES Probit total OLS total Probit airfare OLS airfare

Retired 0.0211*** 262.5*** 0.00150 104.2**

(0.00579) (57.57) (0.00391) (47.90)

Retired2 0.0230*** 266.8*** -0.00204 89.19

(0.00743) (72.82) (0.00499) (55.76)

Retired3 0.00579 243.4*** -0.00465 98.44**

(0.00630) (58.91) (0.00430) (46.29)

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

effect is not completely captured by controlling for age due to the relatively

narrow age groups that are used in the estimations. The robustness checks on

the effect of turning 40 enforces the main estimation, where no effect is found

on either the probability to travel nor the expenditure levels.

8 Discussion

The theoretical model that is derived in section 3 predicts that the effect on the

demand for a time intensive good when leisure time increases will be different

depending on the starting level of leisure time. The lower the level of initial

leisure time is, the higher the increase in demand for the time intensive good

when the individual retires. Using the derived model, the effects of retirement

in the US and Sweden are simulated using the average annual working hours

per employee in each country. The model predicts that the demand for leisure

travel should increase in both Sweden and the US, but that the increase in

demand is larger in the US than in Sweden, as a result of the lower level of

baseline leisure time in the US.

The empirical results support these theoretical predictions insofar that the

effects are considerably larger in the US than in Sweden. The estimated effects,
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in terms of differences between Sweden and the US, do however seem to be

bigger than what the theoretical model predicts. For households who have

a positive expenditure on leisure travel in the US, the effect of retirement is

an increase on travel expenditures by more than a thousand dollars per year.

Compared to the average expenditure on leisure travel, conditional on being

a traveler (as given in Table 1 in section 4), this is an increase of almost

18 percent. In Sweden, the corresponding figure is 183 Swedish crowns per

year (roughly 20 dollars), which would correspond to an increase by less than 1

percent if the effect was significant. While absence of significant results does not

provide evidence for a nonexistent effect, the standard errors in this estimation

are relatively narrow, indicating that an effect (if present) is small at best. The

empirical results therefore suggest that the point where increases in leisure time

has a negligible effect on the demand for leisure travel comes sooner than what

the theoretical model predicts, potentially already at 5-6 weeks of vacation time

since no significant effect of turning 40 is found either.

This analysis does however stand on the credibility of the estimated results,

and as mentioned in section 5 there are several potential biases and other

issues to consider. One potential issue is that individuals could self-select into

an earlier retirement to travel more, which would cause an upwards bias to the

estimated effects of retirement. Given the stability of the US estimates when

different age groups are used, this is however unlikely to be a major issue in

the estimation. A similar issue could be that individuals make the trip of their

lifetime to celebrate that they are retired. This could very well be the case,

but in a way this is part of the effect that we try to estimate as the amount

of available vacation time likely is a limiting factor in the “trip of a lifetime”

scenario. As there are no effects from retirement on the expenditure on leisure

travel in Sweden, this also speaks for the fact that if a “trip of a lifetime”

scenario is present it is only present in the US.

A third potential issue is that retired individuals on average have a lower

income than when they were working and, as a result of the income control

variable, are compared with working individuals that have the exact same in-

come level. The retired individual could therefore perceive themselves to be

part of a higher “income class”, or have a different set of travel behaviors due

to their previous income class, than the working individuals that they are com-
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pared with. It might be that these individuals travel more due to past habits,

from the previous income level, which would bias the results upwardly. Once

again however, this would be the case in both Sweden and the US (assuming

that the travel behaviors due to previous income classes are the same in these

countries of course), and since we only see a positive effect from retirement in

the US this behavioral, or cultural, effect from previous income levels is also

likely to be limited.

Another potential issue is that the dependent variable in the expenditure

estimations does not correlate perfectly with distance traveled or number of

trips, since the cost of traveling changes over the year, being more expensive

in popular times than less popular times. As the retired individuals have a

much higher flexibility for booking trips than working individuals, it is likely

that they can travel more for the same amount of money. This would result

in a negative bias for the estimated coefficients. It is therefore likely that the

true effect of retirement in the US is higher than observed, while there might

also be actual effects from retirement on the expenditure levels in Sweden too.

Since this data issue does not affect the probability estimation however, and

we see negative probability effects at the aggregate level in Sweden, this does

however speak for the case that retirement has a low effect on the demand for

leisure travel in Sweden, if any.

The limitations in data when it comes to the estimation of the effect of

getting more vacations days are also very large. Approximately 33 percent of

the sample that is used should get more vacation days when they turn 40, and

given that the sample size already is quite small for the age groups that are

considered it is not unlikely that the absence of effects on travel demand comes

from the lack of more exact data. Given how big the increase in vacation time

is for the group that gets it however, it is not unreasonable that an effect,

if present, should be visible in the estimation, even if it would be negatively

biased. The state employees get 4 more days, an increase of 13 percent, and

the municipal and regional government employees (which together accounts

for 25 percent of the workforce in Sweden) get 6 more days, an increase of a

whopping 24 percent. While this estimation is less robust than the retirement

estimations, the lack of significant effects at least tells us that an effect of more

vacation days, if present, likely is small.
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9 Conclusion

In this paper, the effect that increased leisure time has on the demand for

leisure travel, when the starting level of leisure time is different, is examined

theoretically as well as empirically estimated. A simple theoretical model is

derived, where the demand for a time intensive good is compared with a good

that does not require any time to consume, and it is shown that the amount

of baseline leisure time an individual has affects how the demand for the time

intensive good changes when leisure time is exogenously increased. If the start-

ing level of leisure time is high, the effect on the demand for the time intensive

good is smaller than when the starting level is low, given that income is held

constant.

To test this empirically, we compare the effect of retirement in two countries

that have different levels of baseline leisure time, namely Sweden and the US.

The results are that retirement has a clear positive effect on the demand for

leisure travel in the US, both on the probability to participate in leisure travel

as well as on the expenditure levels, given that you have a positive expenditure

on leisure travel. In Sweden on the other hand, no significant effects on the

expenditure levels are found, neither for domestic or international travel, while

the total probability effect is negative: i.e. that retirement has a negative effect

on the probability to travel, when the aggregate of international and domestic

travel is considered. In addition, we use turning 40 as a proxy variable for

getting extra amount of vacation days in Sweden, as roughly 33 percent of

the working population get between 4–6 more vacation days at this age, to

estimate if there is an effect on the demand for leisure travel from getting more

vacation time in Sweden. No such effects are however found either, neither on

the probability to travel nor on the expenditure levels.

The empirical results therefore support the theoretical predictions, since the

effects from retirement are larger in the US than in Sweden, but the difference

in the estimated effects is larger than what is predicted by the model. In

particular, the empirical results suggest that increases in leisure time have a

positive effect on the demand for leisure travel, but only up to a certain point

where further leisure time alone has little to no effect on the demand for leisure

travel. While the effect of more leisure time becomes smaller and smaller in the
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derived model, it does not capture a complete stagnation in the demand for the

time intensive good. Since most individuals that retire in Sweden have around

6–7 weeks of vacation, the evidence suggests that this is the level of baseline

leisure when the demand for leisure travel is more or less unaffected by further

increases in leisure time (given that the income levels do not go up at the same

time). The lack of an effect when individuals turn 40 could suggest that this

level comes even earlier, but due to data restrictions this lack of effect can not

be interpreted as confidently as the results from the retirement estimation. Of

course, we must also be careful not to interpret the lack of significant effects

in the retirement estimation as zero effects, simply because no significance is

found. It is possible that there are positive effects present in Sweden as well,

even if no significance is found. The standard errors in the Swedish estimations

are however relatively narrow, which indicates that the effects, if present at all,

are small.

These results have several implications. Firstly, the results have implica-

tions for potential environmental effects from either a deliberate “down shift”

of from decreased work-time due to increased automation. If income is kept

when the leisure time increases, the results indicate that the demand for leisure

travel will increase up to a point, likely around 6-7 weeks of vacation, and then

stagnate. If income is lowered while leisure time increases, a small rebound

effect is likely to happen if the starting leisure time is low, but not when the

individual has a high enough level of baseline leisure time. A down shift strat-

egy might therefore work quite well, especially if workers already have access to

ample vacation time. Secondly, the results also give an indication of how close

to an optimal work time workers in the studied countries are. Since the effect

on leisure travel in the US is so large, this indicates that the US population

is overemployed, i.e. that they work more than they would like to if they were

free to choose. In Sweden on the other hand, the workers are likely closer to

an optimal working time.

Further research is however needed. This paper compares two “extreme”

countries in terms of vacation time: Sweden being one of the most generous

and US one of the least generous countries. To strengthen the results, similar

analyses in other countries are needed. It would be particularly interesting to

analyze the effects in countries that are in between these two countries in terms
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of baseline leisure time. In addition, the causal effects need to be strengthened.

The results in this paper should be considered to be more descriptive evidence,

and similar estimates with a strong causal claim are very much needed. This

could e.g. be achieved using exogenous changes in vacation laws together with

detailed individual data on travel behavior. Different types of increases in

leisure time is also an area that needs further research. In this paper, large

increases in leisure time are considered, in particular more full days of leisure

time, but there might be differences in individual behavior if e.g. the work

day is shortened rather than an increase in the number of vacation days. The

theoretical model used in this paper is also very simple, and while it provides

a first attempt at analyzing the effects of exogenous increases in leisure time it

does not capture the potential for leisure time satiety: a point where further

increases in leisure time do not affect the consumption decision of monetary

goods. Further theoretical work is therefore also warranted.
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Appendix

A.1 Age group analysis, turning 40

Table A1: Different age spans in the estimation of the effects of turning 40. In

all cases the full set of covariates is used, but for brevity only the estimated

coefficients of interest are included here.

AGE SPAN: 35-44 36-43 37-42 38-41 39-40

Dom. travel, probability 0.0125 0.0203 0.0259 0.0383* 0.0535*

(0.0132) (0.0145) (0.0165) (0.0199) (0.0288)

Observations 2,505 2,038 1,531 1,036 515

Dom. travel, expenditure -73.84 -500.5 -838.4 -1,890 -2,722*

(725.7) (744.1) (889.0) (1,222) (1,606)

Observations 318 255 187 124 67

Int. travel, probability 0.0225 0.0214 0.00521 -0.000751 -0.0369

(0.0190) (0.0211) (0.0243) (0.0294) (0.0409)

Observations 2,505 2,038 1,531 1,036 515

Int. travel, expenditure 750.7 235.0 745.6 104.2 351.5

(1,493) (1,711) (1,862) (2,249) (2,967)

Observations 1,215 979 734 486 247

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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A.2 Additional step-wise robustness checks, retirement es-

timations

Table A2: Step-wise addition of covariates, international travel from Sweden

(probability estimation using probit).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -0.0937*** -0.0603*** -0.0776*** -0.0765*** -0.0661*** -0.0660*** -0.0633*** -0.0609*** -0.0630*** -0.0615***

(0.0184) (0.0184) (0.0218) (0.0219) (0.0217) (0.0217) (0.0216) (0.0215) (0.0216) (0.0216)

Total expenditure 6.89e-07*** 6.88e-07*** 7.00e-07*** 6.44e-07*** 6.33e-07*** 6.03e-07*** 5.51e-07*** 5.53e-07*** 5.48e-07***

(7.39e-08) (7.40e-08) (7.86e-08) (7.72e-08) (8.43e-08) (8.40e-08) (8.36e-08) (8.35e-08) (8.29e-08)

Age 0.00498 0.00509 0.00422 0.00435 0.00379 0.00279 0.00296 0.00271

(0.00344) (0.00344) (0.00343) (0.00342) (0.00340) (0.00340) (0.00339) (0.00340)

Medical services -6.75e-07* -5.94e-07 -5.86e-07 -5.20e-07 -4.77e-07 -4.73e-07 -4.92e-07

(4.01e-07) (3.96e-07) (3.98e-07) (3.89e-07) (3.89e-07) (3.88e-07) (3.89e-07)

Prescriptions 7.32e-07 1.03e-06 1.03e-06 8.46e-07 1.05e-06 9.42e-07 1.10e-06

(1.35e-06) (1.36e-06) (1.37e-06) (1.37e-06) (1.34e-06) (1.35e-06) (1.34e-06)

High education 0.124*** 0.125*** 0.116*** 0.106*** 0.103*** 0.101***

(0.0205) (0.0206) (0.0206) (0.0205) (0.0206) (0.0206)

Household members 0.00861 0.0144 -0.00372 -0.00116 -0.000572

(0.0163) (0.0163) (0.0164) (0.0164) (0.0164)

Urban 0.109*** 0.115*** 0.115*** 0.114***

(0.0184) (0.0184) (0.0184) (0.0184)

Owned living 0.0599*** 0.0590*** 0.0576***

(0.0212) (0.0212) (0.0213)

Rooms 0.0182*** 0.0182*** 0.0183***

(0.00653) (0.00654) (0.00655)

Female -0.0310* -0.0292*

(0.0176) (0.0176)

(0.0176) (0.0176)

Year FEs YES

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A3: Step-wise addition of covariates, domestic travel in Sweden (OLS

for positive expenditure sub-sample).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -1,053** -310.4 -606.7 -611.4 -535.7 -581.4 -585.9 -593.2 -638.5 -587.1

(532.3) (462.1) (654.0) (654.9) (635.3) (631.1) (628.6) (626.8) (630.4) (624.0)

Total expenditure 0.00719*** 0.00720*** 0.00710*** 0.00676*** 0.00564** 0.00547** 0.00530** 0.00549** 0.00550**

(0.00226) (0.00227) (0.00234) (0.00232) (0.00235) (0.00234) (0.00239) (0.00245) (0.00241)

Age 79.54 81.70 81.31 97.74 92.83 84.86 88.00 87.30

(109.5) (109.9) (109.4) (108.8) (108.3) (108.8) (109.1) (108.4)

Medical services 0.0133 0.0124 0.0125 0.0130 0.0124 0.0107 0.0105

(0.0237) (0.0233) (0.0230) (0.0226) (0.0228) (0.0229) (0.0224)

Prescriptions -0.00945 -0.00521 -0.00221 -0.00223 0.00192 -0.00222 -0.000796

(0.0440) (0.0430) (0.0430) (0.0425) (0.0431) (0.0425) (0.0431)

High education 757.0 868.0 870.5 853.6 774.2 819.3

(572.3) (576.6) (574.0) (584.7) (581.8) (579.8)

Household members 1,220*** 1,265*** 1,228*** 1,314*** 1,257***

(456.1) (458.9) (473.6) (478.2) (476.5)

Urban 830.8* 836.7* 829.6* 769.8

(474.1) (483.8) (483.1) (486.4)

Owned living 856.7* 857.9* 952.0*

(500.2) (498.5) (503.7)

Rooms -8.174 -6.042 -4.010

(185.5) (183.5) (185.8)

Female -857.7 -891.6

(575.1) (581.0)

Year FEs YES

Constant 5,360*** 2,329*** -2,569 -2,708 -2,839 -5,772 -6,027 -6,033 -6,036 -5,018

(432.1) (786.4) (6,732) (6,742) (6,734) (6,740) (6,745) (6,737) (6,771) (6,837)

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A4: Step-wise addition of covariates, international travel from Sweden

(OLS for positive expenditure sub-sample).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -1,699 228.6 -648.6 -530.2 101.5 50.76 85.88 45.95 -109.1 222.5

(1,568) (1,496) (1,796) (1,807) (1,823) (1,825) (1,826) (1,839) (1,833) (1,818)

Total expenditure 0.0455*** 0.0456*** 0.0465*** 0.0448*** 0.0423*** 0.0419*** 0.0411*** 0.0414*** 0.0403***

(0.00608) (0.00609) (0.00623) (0.00611) (0.00649) (0.00647) (0.00663) (0.00660) (0.00652)

Age 237.2 235.3 187.8 228.8 220.7 210.1 235.2 144.0

(302.3) (305.7) (304.7) (303.4) (303.0) (305.0) (304.6) (300.7)

Medical services -0.0727** -0.0679** -0.0644** -0.0644** -0.0621** -0.0637** -0.0603**

(0.0298) (0.0293) (0.0292) (0.0292) (0.0289) (0.0290) (0.0287)

Prescriptions 0.0423 0.0587 0.0604 0.0579 0.0533 0.0458 0.0485

(0.105) (0.102) (0.103) (0.103) (0.103) (0.103) (0.101)

High education 4,845*** 5,045*** 4,928*** 4,771*** 4,550*** 4,475***

(1,564) (1,561) (1,552) (1,542) (1,544) (1,543)

Household members 2,762** 2,876*** 2,570** 2,822** 3,126***

(1,089) (1,092) (1,101) (1,122) (1,127)

Urban 2,410* 2,484* 2,527* 2,974**

(1,295) (1,326) (1,330) (1,376)

Owned living 2,832* 2,730* 3,054**

(1,497) (1,501) (1,543)

Rooms 172.5 175.9 141.8

(479.5) (481.7) (494.3)

Female -2,258* -1,976

(1,363) (1,369)

Year FEs YES

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table A5: Step-wise addition of covariates, total travel in Sweden (probability

estimation using probit).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -0.0648*** -0.0330* -0.0598*** -0.0568*** -0.0475** -0.0476** -0.0452** -0.0427** -0.0457** -0.0440**

(0.0183) (0.0185) (0.0218) (0.0220) (0.0218) (0.0218) (0.0217) (0.0217) (0.0217) (0.0217)

Total expenditure 7.05e-07*** 7.04e-07*** 7.36e-07*** 6.83e-07*** 6.86e-07*** 6.60e-07*** 6.09e-07*** 6.12e-07*** 6.08e-07***

(7.38e-08) (7.39e-08) (7.97e-08) (7.81e-08) (8.68e-08) (8.67e-08) (8.66e-08) (8.60e-08) (8.59e-08)

Age 0.00780** 0.00810** 0.00724** 0.00722** 0.00672** 0.00577* 0.00598* 0.00571*

(0.00340) (0.00340) (0.00339) (0.00339) (0.00338) (0.00338) (0.00338) (0.00338)

Medical -1.09e-06*** -1.01e-06*** -1.01e-06*** -9.59e-07** -9.16e-07** -9.10e-07** -9.31e-07**

(3.84e-07) (3.80e-07) (3.82e-07) (3.78e-07) (3.78e-07) (3.77e-07) (3.79e-07)

Prescriptions -4.37e-07 -1.71e-07 -1.72e-07 -3.11e-07 -1.07e-07 -2.54e-07 -1.85e-07

(1.34e-06) (1.35e-06) (1.35e-06) (1.35e-06) (1.33e-06) (1.33e-06) (1.33e-06)

High education 0.112*** 0.112*** 0.105*** 0.0962*** 0.0911*** 0.0893***

(0.0208) (0.0210) (0.0210) (0.0209) (0.0209) (0.0209)

Household size -0.00171 0.00298 -0.0137 -0.0103 -0.00970

(0.0163) (0.0163) (0.0164) (0.0165) (0.0165)

Urban 0.0878*** 0.0938*** 0.0933*** 0.0924***

(0.0183) (0.0183) (0.0183) (0.0183)

Owned living 0.0554*** 0.0541** 0.0541**

(0.0210) (0.0211) (0.0211)

Rooms 0.0167** 0.0167** 0.0168**

(0.00659) (0.00660) (0.00663)

Female -0.0437** -0.0430**

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A6: Step-wise addition of covariates, total travel in Sweden (OLS for

positive expenditure sub-sample).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -2,997** -498.9 -1,020 -944.1 -253.6 -281.5 -237.6 -253.9 -410.5 -176.1

(1,479) (1,409) (1,702) (1,712) (1,722) (1,722) (1,718) (1,728) (1,724) (1,717)

Total expenditure 0.0466*** 0.0466*** 0.0470*** 0.0450*** 0.0420*** 0.0413*** 0.0404*** 0.0407*** 0.0397***

(0.00616) (0.00617) (0.00633) (0.00619) (0.00654) (0.00651) (0.00665) (0.00665) (0.00658)

Age 141.8 132.7 91.39 137.3 126.3 103.1 121.8 44.11

(289.8) (292.8) (291.6) (289.5) (288.6) (290.7) (290.5) (287.2)

Medical services -0.0502 -0.0452 -0.0414 -0.0421 -0.0392 -0.0407 -0.0377

(0.0315) (0.0307) (0.0304) (0.0306) (0.0300) (0.0300) (0.0297)

Prescriptions 0.0703 0.0914 0.0922 0.0892 0.0866 0.0799 0.0853

(0.107) (0.104) (0.104) (0.104) (0.104) (0.104) (0.102)

High education 5,789*** 6,057*** 5,899*** 5,675*** 5,445*** 5,252***

(1,532) (1,530) (1,517) (1,509) (1,511) (1,511)

Household size 3,316*** 3,501*** 3,066*** 3,317*** 3,465***

(1,098) (1,101) (1,114) (1,131) (1,138)

Urban 3,497*** 3,602*** 3,644*** 3,904***

(1,242) (1,266) (1,268) (1,301)

Owned living 3,171** 3,085** 3,307**

(1,413) (1,416) (1,447)

Rooms 274.1 285.0 269.9

(462.6) (464.7) (475.5)

Female -2,284* -2,031

(1,322) (1,330)

Constant 28,483*** 9,918*** 1,224 1,656 2,786 -5,391 -7,268 -8,355 -8,845 -7,606

(853.3) (2,207) (18,458) (18,638) (18,593) (18,277) (18,298) (18,277) (18,273) (18,136)

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A7: Step-wise addition of covariates, air travel in the US (OLS for posi-

tive expenditure sub-sample).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -72.58 65.61 54.34 79.05* 92.97** 92.71** 93.12** 96.04** 98.43** 104.2**

(51.45) (44.49) (45.60) (46.80) (45.83) (45.65) (45.75) (46.75) (46.58) (47.90)

Total expenditure 0.0347*** 0.0347*** 0.0361*** 0.0354*** 0.0355*** 0.0355*** 0.0357*** 0.0354*** 0.0353***

(0.00851) (0.00853) (0.00893) (0.00908) (0.00924) (0.00925) (0.00973) (0.00962) (0.00968)

Age 5.508 6.064 6.714 6.460 6.416 6.480 7.386 6.114

(7.919) (7.966) (7.882) (7.579) (7.570) (7.504) (7.700) (7.577)

Medical -0.0657 -0.0680 -0.0678 -0.0679 -0.0673 -0.0725* -0.0694

(0.0419) (0.0419) (0.0416) (0.0417) (0.0431) (0.0435) (0.0429)

Prescriptions -0.330*** -0.321*** -0.321*** -0.321*** -0.317*** -0.292*** -0.299***

(0.101) (0.102) (0.100) (0.100) (0.100) (0.0978) (0.109)

High education 139.2*** 137.9*** 138.7*** 141.8*** 138.4*** 153.3***

(48.58) (51.15) (50.87) (45.76) (44.21) (47.85)

Household members -7.166 -7.130 -3.470 -2.603 -3.701

(27.32) (27.31) (23.19) (21.83) (20.92)

Urban -29.40 -19.98 -44.53 -89.48

(76.50) (77.57) (79.74) (87.68)

Owned living 31.83 33.84 35.21

(61.17) (61.83) (64.49)

No. of rooms -10.55 -9.857 -9.568

(19.67) (19.41) (20.34)

Female -11.74 -17.46

Year FE:s YES YES

State FE:s YES

Constant 982.3*** 266.4* -74.48 -69.26 -174.3 -144.0 -114.1 -101.5 -93.81 -23.98

(35.30) (154.7) (581.5) (576.1) (561.1) (513.7) (509.5) (483.5) (508.6) (499.3)

Observations 3,284 3,284 3,284 3,284 3,284 3,284 3,284 3,254 3,254 3,254

R-squared 0.000 0.159 0.159 0.165 0.167 0.167 0.167 0.167 0.173 0.183

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

41



Table A8: Step-wise addition of covariates, air travel in the US (probability

estimation using probit).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -0.0117*** 0.000757 0.00147 0.00137 0.00405 0.00382 0.00362 0.00200 0.00177 0.00150

(0.00386) (0.00363) (0.00392) (0.00392) (0.00390) (0.00390) (0.00390) (0.00392) (0.00392) (0.00391)

Total expenditure 4.76e-06*** 4.76e-06*** 4.72e-06*** 4.20e-06*** 4.28e-06*** 4.25e-06*** 4.19e-06*** 4.21e-06*** 4.07e-06***

(1.80e-07) (1.81e-07) (1.87e-07) (1.83e-07) (1.89e-07) (1.88e-07) (1.90e-07) (1.91e-07) (1.88e-07)

Age -0.000303 -0.000308 -6.03e-06 -0.000139 -0.000119 -9.39e-06 3.65e-05 2.71e-05

(0.000570) (0.000570) (0.000568) (0.000567) (0.000567) (0.000569) (0.000569) (0.000568)

Medical 2.39e-06 1.28e-06 1.26e-06 1.36e-06 9.87e-07 1.08e-06 7.65e-07

(1.99e-06) (1.98e-06) (1.99e-06) (2.00e-06) (2.02e-06) (2.03e-06) (2.00e-06)

Prescriptions 1.34e-06 4.33e-06 4.75e-06 5.48e-06 3.99e-06 3.57e-06 7.63e-06

(5.02e-06) (4.91e-06) (4.91e-06) (4.88e-06) (4.93e-06) (4.95e-06) (4.83e-06)

High education 0.0550*** 0.0540*** 0.0528*** 0.0495*** 0.0508*** 0.0474***

(0.00347) (0.00348) (0.00347) (0.00356) (0.00360) (0.00358)

Household size -0.00564*** -0.00579*** -0.00736*** -0.00703*** -0.00893***

(0.00164) (0.00164) (0.00177) (0.00175) (0.00174)

Urban 0.0384*** 0.0421*** 0.0426*** 0.0261***

(0.00746) (0.00754) (0.00754) (0.00839)

Owned living 0.0248*** 0.0247*** 0.0264***

(0.00523) (0.00523) (0.00524)

Rooms 0.00113 0.00116 0.00234***

(0.000816) (0.000819) (0.000808)

Female 0.00828** 0.00846**

(0.00333) (0.00332)

Year FE:s YES YES

State FE:s YES

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table A9: Step-wise addition of covariates, total travel in the US (probability

estimation using probit).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Retired -0.00560 0.0204*** 0.0223*** 0.0219*** 0.0252*** 0.0248*** 0.0251*** 0.0211*** 0.0209*** 0.0211***

(0.00574) (0.00542) (0.00584) (0.00584) (0.00580) (0.00580) (0.00579) (0.00581) (0.00581) (0.00579)

Total expenditure 1.20e-05*** 1.19e-05*** 1.17e-05*** 1.06e-05*** 1.09e-05*** 1.10e-05*** 1.03e-05*** 1.03e-05*** 1.02e-05***

(3.86e-07) (3.86e-07) (4.03e-07) (3.99e-07) (4.18e-07) (4.20e-07) (4.22e-07) (4.23e-07) (4.25e-07)

Age -0.000785 -0.000847 -0.000322 -0.000693 -0.000719 -0.000534 -0.000506 -0.000644

(0.000864) (0.000865) (0.000858) (0.000858) (0.000857) (0.000858) (0.000859) (0.000858)

Medical services 9.75e-06** 8.12e-06** 7.91e-06** 7.84e-06** 7.76e-06** 7.94e-06** 6.85e-06*

(3.93e-06) (3.79e-06) (3.79e-06) (3.80e-06) (3.77e-06) (3.77e-06) (3.69e-06)

Prescriptions 1.08e-05 1.61e-05* 1.72e-05** 1.63e-05* 1.32e-05 1.26e-05 1.20e-05

(8.60e-06) (8.61e-06) (8.69e-06) (8.70e-06) (8.49e-06) (8.46e-06) (8.48e-06)

High education 0.0937*** 0.0908*** 0.0921*** 0.0811*** 0.0810*** 0.0787***

(0.00542) (0.00546) (0.00547) (0.00553) (0.00557) (0.00558)

Household members -0.0158*** -0.0157*** -0.0206*** -0.0209*** -0.0204***

(0.00240) (0.00240) (0.00253) (0.00254) (0.00254)

Urban -0.0347*** -0.0256*** -0.0245*** -0.0142

(0.00922) (0.00924) (0.00926) (0.0109)

Owned living 0.0782*** 0.0772*** 0.0725***

(0.00763) (0.00763) (0.00768)

Rooms 0.00482*** 0.00487*** 0.00511***

(0.00133) (0.00133) (0.00134)

Female -0.00807 -0.00625

(0.00500) (0.00498)

Year FE:s YES YES

State FE:s YES

Observations 26,960 26,960 26,960 26,960 26,960 26,960 26,960 26,684 26,684 26,684

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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A.3 Step-wise robustness checks, effects of turning 40

Table A10: Step-wise addition of covariates, domestic leisure travel in Sweden

(probability estimation using probit).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9)

Forty 0.0100 0.0101 0.0101 0.0121 0.0148 0.0147 0.0146 0.0146 0.0125

(0.0133) (0.0133) (0.0133) (0.0133) (0.0133) (0.0133) (0.0133) (0.0133) (0.0132)

Total expenditure 8.56e-08*** 8.84e-08*** 6.95e-08** 1.09e-07*** 1.13e-07*** 1.02e-07*** 1.02e-07*** 1.06e-07***

(2.90e-08) (2.96e-08) (3.02e-08) (3.04e-08) (3.05e-08) (3.17e-08) (3.17e-08) (3.12e-08)

Medical services 4.69e-07 5.04e-07 5.13e-07 4.87e-07 4.77e-07 4.89e-07 6.26e-07

(5.92e-07) (5.85e-07) (5.79e-07) (5.75e-07) (5.73e-07) (5.73e-07) (5.70e-07)

Prescriptions -1.71e-06 -1.66e-06 -1.44e-06 -1.44e-06 -1.45e-06 -1.43e-06 -1.37e-06

(1.47e-06) (1.52e-06) (1.52e-06) (1.52e-06) (1.51e-06) (1.51e-06) (1.41e-06)

High education 0.0539*** 0.0495*** 0.0518*** 0.0510*** 0.0518*** 0.0491***

(0.0137) (0.0136) (0.0137) (0.0137) (0.0138) (0.0138)

Household size -0.0189*** -0.0194*** -0.0211*** -0.0208*** -0.0172***

(0.00513) (0.00516) (0.00582) (0.00583) (0.00571)

Urban -0.0183 -0.0172 -0.0172 -0.0179

(0.0153) (0.0153) (0.0153) (0.0151)

Owned living 0.0174 0.0173 0.0209

(0.0163) (0.0164) (0.0162)

Rooms 0.000912 0.000957 0.000630

(0.00443) (0.00444) (0.00435)

Female 0.00709 0.00327

(0.0134) (0.0133)

Year FE:s YES

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A11: Step-wise addition of covariates, domestic leisure travel in Sweden

(OLS for positive expenditure sub-sample).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9)

Forty -13.94 2.566 -32.40 -30.89 3.480 -56.53 -77.36 -10.46 -73.84

(736.5) (689.2) (695.0) (694.2) (690.4) (698.0) (699.0) (713.1) (725.7)

Total expenditure 0.0108*** 0.0108*** 0.0108*** 0.0118*** 0.0120*** 0.0117*** 0.0116*** 0.0117***

(0.00191) (0.00199) (0.00203) (0.00210) (0.00210) (0.00221) (0.00222) (0.00227)

Medical services -0.0237 -0.0237 -0.0218 -0.0248 -0.0255 -0.0301* -0.0234

(0.0174) (0.0174) (0.0168) (0.0167) (0.0167) (0.0163) (0.0166)

Prescriptions 0.00193 0.00195 0.00482 0.00403 0.00954 0.0109 -0.00728

(0.0811) (0.0813) (0.0824) (0.0845) (0.0845) (0.0819) (0.0783)

High education 45.17 -114.4 33.56 7.791 -119.3 -31.81

(706.5) (714.5) (712.4) (716.2) (729.7) (747.3)

Household size -470.2* -484.0* -585.5* -634.0** -658.1**

(265.7) (268.4) (305.7) (308.9) (311.5)

Urban -898.0 -804.1 -774.2 -810.3

(804.1) (783.6) (791.3) (782.4)

Owned living -117.9 -173.6 -23.58

(741.5) (744.8) (761.3)

Rooms 152.6 147.9 181.4

(247.9) (243.0) (245.8)

Female -1,285* -1,235*

(719.8) (708.3)

Year FE:s YES

Constant 5,844*** 1,088 1,154 1,138 2,240** 2,858** 2,649** 3,601*** 4,931***

(482.6) (888.3) (882.0) (892.9) (1,020) (1,284) (1,296) (1,242) (1,457)

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A12: Step-wise addition of covariates, international leisure travel in Swe-

den (probability estimation using probit).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9)

Forty 0.0103 0.0119 0.0128 0.0177 0.0256 0.0257 0.0253 0.0252 0.0225

(0.0200) (0.0194) (0.0194) (0.0192) (0.0191) (0.0190) (0.0190) (0.0190) (0.0190)

Total expenditure 6.18e-07*** 6.34e-07*** 5.84e-07*** 7.19e-07*** 7.06e-07*** 6.77e-07*** 6.77e-07*** 6.82e-07***

(5.04e-08) (5.17e-08) (5.15e-08) (6.27e-08) (6.29e-08) (6.59e-08) (6.60e-08) (6.75e-08)

Medical services -2.04e-07 -6.57e-08 -1.61e-07 -7.77e-08 -8.08e-08 -7.56e-08 8.99e-08

(9.04e-07) (8.80e-07) (8.77e-07) (8.76e-07) (8.78e-07) (8.78e-07) (8.72e-07)

Prescriptions -3.78e-06** -3.56e-06** -3.01e-06* -3.01e-06* -3.00e-06* -2.99e-06* -2.96e-06*

(1.78e-06) (1.80e-06) (1.79e-06) (1.79e-06) (1.78e-06) (1.78e-06) (1.80e-06)

High education 0.125*** 0.113*** 0.104*** 0.103*** 0.104*** 0.102***

(0.0200) (0.0201) (0.0203) (0.0203) (0.0204) (0.0205)

Household size -0.0507*** -0.0482*** -0.0513*** -0.0512*** -0.0491***

(0.00773) (0.00773) (0.00848) (0.00850) (0.00853)

Urban 0.0736*** 0.0764*** 0.0765*** 0.0755***

(0.0219) (0.0221) (0.0221) (0.0220)

Owned living 0.0306 0.0305 0.0338

(0.0229) (0.0229) (0.0229)

Rooms 0.00289 0.00291 0.00246

(0.00653) (0.00653) (0.00651)

Female 0.00328 0.00179

(0.0192) (0.0192)

Year FE:s YES

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table A13: Step-wise addition of covariates, international leisure travel in Swe-

den (OLS for positive expenditure sub-sample).

VARIABLES (1) (2) (3) (4) (5) (6) (7) (8) (9)

Forty 1,400 986.1 1,037 1,110 1,127 1,178 1,215 1,167 750.7

(1,613) (1,484) (1,482) (1,478) (1,456) (1,453) (1,442) (1,445) (1,493)

Total expenditure 0.0476*** 0.0488*** 0.0483*** 0.0485*** 0.0479*** 0.0479*** 0.0478*** 0.0472***

(0.00580) (0.00590) (0.00583) (0.00648) (0.00649) (0.00706) (0.00707) (0.00724)

Medical services -0.0742 -0.0747 -0.0746 -0.0683 -0.0671 -0.0663 -0.0674

(0.0655) (0.0659) (0.0658) (0.0672) (0.0676) (0.0692) (0.0696)

Prescriptions -0.314** -0.315** -0.314** -0.323*** -0.331*** -0.319*** -0.337***

(0.122) (0.123) (0.123) (0.123) (0.124) (0.123) (0.123)

High education 2,112 2,100 1,656 1,647 1,940 1,626

(1,478) (1,456) (1,496) (1,501) (1,504) (1,502)

Household size -72.15 17.70 135.2 240.3 339.1

(645.7) (647.2) (669.5) (668.3) (663.5)

Urban 3,835** 3,757** 3,941** 3,859**

(1,611) (1,670) (1,672) (1,661)

Owned living 902.1 773.7 771.7

(2,149) (2,137) (2,165)

Rooms -268.9 -251.7 -226.3

(609.3) (606.0) (606.2)

Female 3,336** 3,086**

(1,468) (1,449)

Year FE:s YES

Constant 28,230*** 6,437** 6,753*** 6,045** 6,210** 3,295 3,492 1,273 -1,269

(1,184) (2,565) (2,545) (2,666) (2,586) (2,816) (2,875) (2,877) (3,410)

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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