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Abstract

This study presents and compares new methods to describe the 3D canopy structure with Airborne Laser Scanning (ALS) waveform data as well as ALS point data. The ALS waveform data were analyzed in three different ways; by summing the intensity of the waveforms in height intervals (a); by first normalizing the waveforms with an algorithm based on Beer-Lambert law to compensate for the shielding effect of higher vegetation layers on reflection from lower layers and then summing the intensity (b); and by deriving points from the waveforms (c). As a comparison, conventional, discrete return ALS point data from the laser scanning system were also analyzed (d). The study area was located in hemi-boreal, spruce dominated forest in the southwest of Sweden (Lat. 58° N, Long. 13° E). The vegetation volume profile was defined as the volume of all tree crowns and shrubs in 1 dm height intervals in a field plot and the total vegetation volume as the sum of the vegetation volume profile in the field plot. The total vegetation volume was estimated for 68 field plots with 12 m radius from the proportion between the amount of ALS reflections from the vegetation and the total amount of ALS reflections based on Beer-Lambert law. ALS profiles were derived from the distribution of the ALS data above the ground in 1 dm height intervals. The ALS profiles were rescaled using the estimated total vegetation volume to derive the amount of vegetation at different heights above the ground. The root mean square error (RMSE) for cross validated regression estimates of the total vegetation volume was 31.9% for ALS waveform data (a), 27.6% for normalized waveform data (b), 29.1% for point data derived from the ALS waveforms (c), and 36.5% for ALS point data from the laser scanning system (d). The correspondence between the estimated vegetation volume profiles was also best for the normalized waveform data and the point data derived from the ALS waveforms and worst for ALS point data from the laser scanning system as demonstrated by the Reynolds error index. The results suggest that ALS waveform data describe the volumetric aspects of vertical vegetation structure somewhat more accurately than ALS point data from the laser scanning system and that compensation for the shielding effect of higher vegetation layers is useful. The new methods for estimation of vegetation volume profiles from ALS data could be used in the future to derive 3D models of the vegetation structure in large areas.

1 Introduction

Vertical vegetation structure can be defined as the amount of vegetation material as a function of height above ground. This information is useful for habitat modeling, for example for bird species (Lefsky et al.
Airborne laser scanning (ALS) measures both the height of vegetation elements and the ground. From such data, it is possible to derive variables related to vegetation height and vegetation density as a function of height above ground. The height data can be used to describe the vegetation structure and, to a certain extent, obtain information about the height and density of different layers of vegetation such as the field layer, shrubs and canopy layers. Most commercial ALS systems deliver discrete returns or point laser data. The point data represent high intensities in the reflected light corresponding to surfaces where the light has been reflected. Due to limitations in the electronics of most ALS systems, only sufficiently spaced surfaces are distinguished as separate returns. However, with the development of sensors and electronics, waveform laser data have also become available from commercial ALS systems. ALS waveform data are values of the intensity of the reflected laser light sampled at short, regular intervals. ALS waveform data describe the whole backscattered signal and allow for more detailed processing, for example, derivation of points from the waveforms (Persson et al. 2005). The intensity of the reflected light depends on the reflectance of the reflecting object and the distance from the scanner to the reflecting object. Additionally, the gain of the laser scanner might be adjusted depending on the conditions at the moment when the light is received. To estimate the absolute physical properties of the reflecting object, information about sensor gain and distance to the reflecting object is necessary. However, for nearby pulses the sensor gain and the distance to the reflecting objects are similar and an approximation is to use the measured intensity as proportional to the sum of the reflectance of the reflecting object. If the reflecting objects have similar reflectance, a further approximation is to use the intensity as proportional to the area of the reflecting object.

Leaf area index (LAI) can be estimated based on ALS point data (Korhonen et al. 2011; Morsdorf et al. 2006; Solberg et al. 2009). Since parts of the laser beams penetrate through a canopy, estimation of the understory is also possible to some degree (Hill and Broughton 2009; Martinuzzi et al. 2009). ALS data may be used to separate single-story and multi-story stand structures through the shape of the distribution of ALS point data (Maltamo et al. 2005) or by examination of the height variability of local maxima in a canopy surface model defined from the points (Zimble et al. 2003). Correlation has been reported between the vegetation cover in different height intervals and the number of points in the intervals which makes it possible to use the distribution of points to characterize forest ecological structure (Miura and Jones 2010). A quantitative measure of the vertical vegetation structure can be derived by dividing the canopy into key layers and fitting a Weibull distribution, for example, to each layer (Coops et al. 2007; Jaskierniak et al. 2011). Su and Bork (2007) determined the height of the herbaceous layer, understory shrub and the overstory tree layer in rangeland by calculating the average height of all ALS points falling in each interval. ALS waveform data from the experimental SLICER system at NASA have been used to estimate a canopy height profile (CHP) that quantitatively represented the relative vertical distribution of canopy surface area which seems to be correlated with a CHP measured in field (Harding et al. 2001). The effects of canopy structure on the ALS waveform can be described by a 3D radiative transfer model (RTM) (Ni-Meister et al. 2001; Yang et al. 2010). To characterize the canopy structure and physical properties, RTMs have also been used to invert the waveform (Koetz et al. 2006). The range, amplitude, width, and backscatter cross-section may be estimated for each echo by modeling the waveform as a series of Gaussian pulses to provide more accurate vegetation classification (Wagner et al. 2008).
Even if several previous studies have used ALS data to model the vertical vegetation structure, we have only found three studies that validate the results against detailed ground measurements. Harding et al. (2001) estimated canopy height profiles for four selected forest stands from ALS data from SLICER using measurements from a telephoto lens calibrated to measure distances as ground truth. Hilker et al. (2010) estimated canopy volume profiles for four forest stands from ALS point data and compared them with canopy volume profiles estimated from terrestrial laser scanning. Hosoi et al. (2010) estimated Leaf Area Density (LAD) in a forest plot from ALS data and compared with LAD estimated from TLS data. All three studies showed reasonably good agreement between the estimates from ALS data and ground measurements.

The aim of this study is to develop and evaluate automatic methods to detect vertical vegetation structure from ALS data to represent the shrub layer and one or several tree layers. The study compares different methods of estimating the vegetation volume profile from ALS waveform data. In one method the ALS waveform data is used directly (direct waveform (a)), in a second method care is taken to first compensate for the shielding effect of higher vegetation layers on reflections from lower layers (normalized waveform (b)), and in a third method points are derived from the ALS waveform (waveform points (c)). For comparison, the vegetation volume profile is also estimated from the vertical distribution of conventional, discrete return ALS points from the laser scanning system (system points (d)). The vegetation volume profile is defined as the volume of all tree crowns and shrubs in 1 dm height intervals in a field plot. The vegetation volume profile is used rather than biomass profiles or LAD (Morsdorf et al. 2006) since it is feasible to measure in a large number of field plots. The vertical distribution of ALS data is compared with the vegetation volume profile and the vegetation volume at different heights above the ground is estimated. The results from the different methods are evaluated with cross validation to find the methods which produce the most accurate results.

2 Field reference data

2.1 Study area

The study area is located in the southwest of Sweden (Lat. 58° N, Long. 13° E). Parts of the study area have been used in studies of remote sensing for forest management planning (Holmgren et al. 2003). The most common tree species and their fraction of the total basal area are Norway spruce (Picea abies (L.)) (38.5%), Scots pine (Pinus sylvestris (L.)) (28.0%), birch (Betula pendula (L.) and Betula pubescens (L.)) (18.0%), oak (Quercus robur (L.)) (6.0%), alder (Alnus glutinosa (L.)) (5.5%), maple (Acer platanoides (L.)) (2.0%), aspen (Populus tremula (L.)) (0.5%), rowan (Sorbus aucuparia (L.)) (0.5%), and other broadleaved trees (0.5%). Additional small trees and shrubs in the area include bird cherry (Prunus padus (L.)) (0.5%), hazel (Corylus avellana (L.)), juniper (Juniperus communis (L.)), rose (Rosa spp.), willow (Salix spp.), raspberry (Rubus idaeus (L.)), currant (Ribes spp.) and other shrubs.

2.2 Field data collection

The study area was stratified on crown coverage and shrub coverage. An 80x80 m grid of points was laid out in the study area. Forest land was identified by using an existing forest management plan. The forest management plan was based on manual photo interpretation and contained polygons with forest stands and other land use types. Points outside forest land were divided into five crown coverage strata based on
manual photo interpretation. Only points with crown and/or shrub coverage > 0 were included. Points inside forest land were divided into five volume density strata. Volume density is a function of the stem volume divided by the mean tree height (Jonson 1914). The stem volume was taken from the forest management plan and the 95th percentile of the ALS data represented the mean tree height in each point. Only points where the maximum height of the ALS data was ≥ 20 m were included.

The result was ten crown coverage strata: five from manual photo interpretation and five from volume density. Three hundred and twenty nine points were randomly selected; one point in each polygon in the forest management plan. During the field inventory, the selected points were visited and the shrub coverage was estimated by counting the number of trees and shrubs with height 0.3-3 m within 5 m from the point. The point was placed in a shrub coverage stratum for numbers 5-15, 16-25, 26-35, 36-45 and ≥ 45. If the number of already measured field plots in the stratum was less than three, the point was chosen as the center of a field plot.

Table 1. Number of field plots with basal area of different species or species groups ≥ 70% for different intervals of basal area weighted mean DBH.

<table>
<thead>
<tr>
<th>Basal area ≥ 70%</th>
<th>Basal area weighted mean DBH (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-10</td>
</tr>
<tr>
<td>Pine</td>
<td>0</td>
</tr>
<tr>
<td>Spruce</td>
<td>0</td>
</tr>
<tr>
<td>Birch</td>
<td>0</td>
</tr>
<tr>
<td>Oak</td>
<td>0</td>
</tr>
<tr>
<td>Other broadleaf</td>
<td>0</td>
</tr>
<tr>
<td>Mixed</td>
<td>0</td>
</tr>
</tbody>
</table>

Sixty-eight circular field plots with 12 m radius were allocated during July and August 2009 (Table 1, Figure 1). The positions of the center of the field plots were measured using a Differential Global Positioning System (DGPS). The accuracy of the DGPS has been validated for 18 points in forest with crown coverage ≥ 50% and mean basal area weighted height 6 m in the north of Sweden. The root mean square error of the DGPS positions was 0.27 m after post processing. The positions of all trees and shrubs were measured relative to the center using an ultrasound instrument (Lämås 2010). Within the field plots, the diameter at breast height (DBH) of all trees and shrubs with DBH ≥ 40 mm was measured using a caliper and the species was recorded. The width of the tree crown was measured in two perpendicular directions, one of which was the direction towards the field plot center. If the crown was overlapping with another crown, the whole diameter was still measured. The total number of trees and shrubs in this
category was 2263. For a random sub-sample of trees with inclusion probability proportional to basal area, the height was also measured using a hypsometer. The number of trees for which the height was measured was 174. For all trees and shrubs with DBH < 40 mm and height ≥ 0.3 m, the width of the crown was measured in two perpendicular directions (in the same way as for the tree crowns), the height was measured and the species was recorded. The total number of trees and shrubs in this category was 3547. In September 2010 a complementary field inventory was undertaken to measure the live crown height of a sub-sample of trees using a hypsometer. The sub-sample was every tenth tree with DBH ≥ 40 mm. The live crown height was defined as the height from the ground to the location of the lowest green branch on the stem. A single green branch isolated from the rest of the tree crown with at least three layers of dead branches did not count as live crown height. The number of trees for which the live crown height was measured was 328. The height and live crown height of all trees were then estimated from DBH using regression models (Eq. 1) and (Eq. 2) based on the sub-sample where tree height and/or live crown height were measured.

\[ h_i = \alpha_0 + \alpha_1 \ln(DBH_i) + \epsilon_i \]  \hspace{1cm} (1)

\[ c_i/h_i = \beta_0 + \beta_1 DBH_i + \epsilon_i \]  \hspace{1cm} (2)

where \( h_i \) is the height of tree \( i \), \( DBH_i \) is the DBH of tree \( i \), and \( c_i \) is the live crown height of tree \( i \). Separate models were used for spruce (RMSE 28 dm and 0.29 respectively), pine (RMSE 32 dm and 0.10 respectively), birch (RMSE 21 dm and 0.15 respectively), and other species (RMSE 37 dm and 0.17 respectively). For the trees where the height and/or the live crown height were measured in the field, the field-measured values were used.

---

**Fig. 1.** Map of Sweden showing the location of the study area (left) and the study area with the extent of the ALS data and the location of the field plots (right).
2.3 Estimation of vegetation volume profiles from field data

The field data were used to derive 3D models of the trees and shrubs in the field plots. For trees and shrubs with DBH $\geq 40$ mm, the crowns were modeled as ellipsoids (ellipses rotated around their vertical axis) by using the tree height minus the live crown height and the average width of the tree crown (Figure 2). Other trees and shrubs were modeled as half-ellipsoids by using the height and the average width of the crown. There is no standard choice for tree crown models although ellipses have been suggested by simulation studies (Nelson 1997).

For oak, beech and maple the density of the tree crowns $d(r, z)$ was set to be highest close to the surface of the tree crown and to decrease closer to the center of the tree crown (Eq. 3).

$$d(r, z) = W \times \frac{r + R_{max}}{R_{max}} \times \frac{z-c}{h-c} \quad r \leq R \leq R_{max}, c \leq z \leq h$$

(3)

where $z$ is the height above the ground, $r$ is the distance from the center of the tree stem, $R$ is the radius of the tree crown at height $z$, $R_{max}$ is the maximum radius of the tree crown, $c$ is the live crown height, and $h$ is the tree height. Although the density of the tree crown models for oak, beech and maple was not homogeneous, the weight, $W$, was selected and applied to make the total vegetation volume equal to that from a homogeneous tree crown. As a comparison, the tree crowns were also modeled using egg shaped curves rotated around their vertical axis and the shrubs were modeled using the upper part of an egg shaped curve (Eq. 4) (Figure 3).

$$R = R_{max} \times \sqrt{1 - \left(\frac{z-m}{d}\right)^2} \times (1 - S(\frac{z-m}{d}))/C_S \quad m = \frac{b+c}{2}, d = \frac{h-c}{2}$$

(4)
The shape factor $S$ was set to 0.5 and the constant $C_S$ was set to 1.1009 to make the maximum of $R$ equal to $R_{max}$.

The measure used to characterize the vegetation structure was the volume of the tree crowns as derived from the field data. The vegetation volume profile $V_{veg}(z)$ was then modeled by summing the volume of all crowns in the field plot in intervals $\Delta z = 1$ dm above the ground (Eq. 5) (Figure 2).

$$V_{veg}(z) = \frac{\Delta z}{A} \sum_{i=1}^{n} \int_0^{R_i(z)} d_i(r, z) dr$$

where $d_i(r, z)$ is the density of tree $i$ at the point $(r, z)$, $R_i(z)$ is the radius of the tree crown at height $z$, $n$ is the total number of trees in the field plot and $A$ is the area of the field plot. The value of the vegetation volume profile in each interval should be between 0 and 1 but could be greater than 1 if the tree crowns are overlapping. In such cases, the value was set to 1. The total vegetation volume $V_{veg}$ in each field plot was calculated by summing the vegetation volume in each height interval $\geq 1$ m above the ground (Eq. 6).

$$V_{veg} = \sum_{z=0}^{h_{max}} V_{veg}(z)$$

where $h_{max}$ is the maximum height of all trees in the field plot.
3 ALS data processing

3.1 ALS data acquisition
The ALS data were acquired on September 4th 2008 using a TopEye MKII ALS system with a wavelength of 1064 nm carried by a helicopter. The flying altitude was 250 m above ground, the footprint size was 25 cm, the average pulse density was 7 m\(^{-2}\) and the standard deviation of the pulse density was 3 m\(^{-2}\) for all field plots. The returned waveform was measured with a sampling frequency of 2 GHz and the first and last returns were also saved for each laser pulse. The accuracy of the ALS data was < 0.1 m in vertical direction and < 0.3 m in horizontal direction (communication with surveying company Blom).

3.2 Derivation of DEM from ALS data
System points were classified as ground or non-ground using a progressive Triangular Irregular Network (TIN) densification method (Axelsson 2000) in the TerraScan software (Soininen 2004). A Digital Elevation Model (DEM) was derived as the mean value of the ground points in 0.5 m raster cells. TIN interpolation was used for raster cells with no data. A positive bias was observed for the waveform points relative to the system points. The reason for the bias is that the laser scanning system uses a different algorithm to derive the ALS points. A bias of 1 m was added to the DEM when processing the ALS waveforms based on the distribution of the waveform points and the assumption that the distribution should have a maximum at ground level.

3.3 Normalization of ALS waveforms
This processing was done to derive the normalized waveform (b). The laser scanner detects the intensity of the reflected light. If the emitted light intersects with the canopy, the intensity of the light that penetrates further into the vegetation will decrease exponentially (Chevalier et al. 2007). To compensate for this, an iterative normalization algorithm based on Beer-Lambert law was developed. Beer-Lambert law describes exponential decrement of light intensity and has been used to estimate LAI based on ALS data (Solberg et al. 2006). The algorithm assumed that each thin layer of vegetation which the light penetrates decreases the intensity according to (Eq. 7).

\[
I_{k+1} = I_k \times e^{-\sigma_k N_k l} = I_k \times e^{-A_k}
\]  

(7)

where \( I \) is the intensity, \( \sigma \) is the cross-section of light attenuation by one particle, \( N \) is the density per volume of attenuating particles, and \( l \) is the path length along the light beam. \( A \) is the product of \( I, \sigma \) and \( N \). In the case of laser scanning of vegetation, the attenuating particles are parts of the vegetation. The algorithm further assumed that the ratio between the reflectance and the attenuation is constant. The initial value of \( A_k \) was set to a multiple of \( R_k \) which is the value of the reflected intensity in bin k of the waveform (Eq. 8).

\[
A_k = \left(\frac{A_{k,app}}{R_k}\right) \times R_k
\]  

(8)

where \( A_{k,app} = -ln\left(\frac{R_{k+1}}{R_k}\right) \). For each iterative step, a multiple of \( A_k \) was approximated (Eq. 9).
\[ CA_k' = \frac{B_k}{e^{-\sum_{m=1}^{k-1} A_m}} \]  

where \( C \) is a constant valid during that step. An updated value of \( A_k \) was calculated (Eq. 10).

\[ A_k' = \frac{(A_{k, \text{old}})}{(CA_k')} \times CA_k' \]  

### 3.4 Decomposition of ALS waveforms

This processing was done to derive the waveform points (c). Each ALS waveform \( y \) was decomposed into a sum of Gaussian components \( \mathcal{N}(\mu, \sigma) \) (Eq. 11).

\[ \hat{y} = \sum_{s=1}^{m} p_s \mathcal{N}(\mu_s, \sigma_s) \]  

The components represented surfaces where the light had been reflected, which made it possible to analyze the distribution of those surfaces. Additionally it was necessary to identify reflections from the ground which was possible by identifying the components closest to the Digital Elevation Model (DEM). The decomposition was done using the Expectation-Maximization (EM) algorithm (Persson et al. 2005).

The EM algorithm was run with 25 iterations. Only components with \( p_s \geq 0.05 \) were saved. A solution was accepted if all components were sufficiently separated (Eq. 12).

\[ \frac{|\mu_s - \mu_t|}{\sqrt{\sigma_s^2 + \sigma_t^2}} \geq 2 \quad \forall s \leq m, \forall t \leq m, s \neq t \]  

The decomposition was done in three steps.

**Step 0.** The initial number of components \( m \) was the number of local maxima in the waveform, the initial values of \( \mu_s \) were set to the bins of the local maxima of the waveform, the initial values of \( \sigma_s \) were set to the number of bins in the waveform divided by two times the initial number of components, and the initial values of the weight \( p_s \) were set to one divided by the initial number of components. The EM algorithm was run once in step 0.

**Step 1.** The number of components was decreased by removing the component with the smallest \( p_s \). The EM algorithm was run again with the updated components as initial values. Step 1 was repeated as long as the minimum value of \( p_s < 0.2 \) and the number of components was greater than one.

**Step 2.** The number of components was increased by splitting the component with the largest local deviation from the waveform into two components and the EM algorithm was run again with the updated components as initial values. The local deviation for each component was calculated by summing the absolute value of the difference between the approximated waveform \( \hat{y} \) and the original waveform \( y \) in all bins that were closer to the component than to any other component. Step 2 was repeated ten times.
The solution with the minimum value of AIC as defined in Persson et al. (2005) was selected. The resulting components were saved in a LAS file for further processing as ALS points. The intensity of each point was set to the relative weight of the component multiplied by the total area under the waveform.

3.5 Estimation of ALS point profiles

This analysis was undertaken for both the waveform points (c) and for the system points (d). A local z value was calculated from the ALS points and the DEM (Eq. 13).

\[ z_{\text{local}} = z - z_{\text{DEM}} \]  

(13)

where \( z_{\text{DEM}} \) is the z value of the DEM for the same x,y location. ALS point profiles were derived by dividing the local z values into height intervals of 1 dm height and counting the number of points in each interval. The height intervals were chosen to correspond to the intervals used for the field data. The vegetation ratio \( r_{\text{point}} \) was calculated by dividing the number of points with local \( z \geq 1 \text{ m} \) (\( \sum (n_{\text{veg}}) \)) by the total number of points (\( \sum (n_{\text{tot}}) \)) (Eq. 14). The analysis was carried out using the data from within the circular field plots.

\[ r_{\text{point}} = \frac{\sum (n_{\text{veg}})}{\sum (n_{\text{tot}})} \]  

(14)

3.6 Estimation of ALS waveform profiles

This analysis was undertaken for both the direct waveform (a) and for the normalized waveform (b). The DEM was used to calculate local z values for all ALS waveforms where some part of the waveform originated from the area inside the circular field plots. If a Gaussian component from the EM algorithm was < 1 m above the DEM, the Gaussian component was subtracted from the waveform. The remaining waveform was divided into cubic voxels with 1 dm sides and the maximum intensity of all waveforms in each voxel was saved. An ALS waveform vegetation profile was calculated as the sum of the intensities of all voxels in height intervals of 1 dm height inside the circular field plots. This is similar to the canopy volume profile defined by Lefsky et al. (1999) with the difference that Lefsky et al. set the value in a voxel to 1 if waveform intensity was present and 0 otherwise. The total ALS waveform profile was calculated in the same way as the waveform vegetation profile but including the whole waveforms. The vegetation ratio \( r_{\text{wave}} \) was calculated by dividing the area under the waveform vegetation profile (\( \sum (I_{\text{veg}}) \)) by the total area under the waveform profile (\( \sum (I_{\text{tot}}) \)) (Eq. 15) (Figure 4).

\[ r_{\text{wave}} = \frac{\sum (I_{\text{veg}})}{\sum (I_{\text{tot}})} \]  

(15)
4 Estimation and validation

4.1 Estimation of total vegetation volume and vegetation volume profiles from ALS data

This analysis was undertaken using the vegetation ratio and the ALS profiles derived by all four methods. The total vegetation volume was estimated from the vegetation ratio with a log-linear model based on Beer-Lambert law (Solberg et al. 2009) (Eq. 16).

\[ V_{\text{veg},j} = \alpha_0 + \alpha_1 \ln(1 - r_j) + \epsilon_j \]  

(16)

where \( V_{\text{veg},j} \) is the total vegetation volume in plot \( j \) and \( r_j \) is the vegetation ratio calculated from the points or the waveforms. The ALS profile in each field plot \( I(h) \) was rescaled by dividing by the area under the ALS profile \( \sum (I_{\text{veg}}) \) and multiplied by the estimated total vegetation volume \( \hat{V}_{\text{veg}} \) to give the ALS profile the same area as the estimated total vegetation volume (Eq. 17).

\[ \hat{V}_{\text{veg}}(z) = \hat{V}_{\text{veg}} \times \frac{I(z)}{\sum I_{\text{veg}}} \]  

(17)

The area under the estimated vegetation volume profile was calculated for three different height intervals above the ground: local \( z \leq 30 \text{ dm} \), local \( z \leq 100 \text{ dm} \) and local \( z > 100 \text{ dm} \). This was used as an estimate of the vegetation volume for the different height intervals.
4.2 Validation

The validation was done for all four methods. The accuracy of the total vegetation volume estimated from ALS data was validated with the total vegetation volume modeled from field measurements using the root mean square error (RMSE) and bias (Eq. 18) and (Eq. 19).

\[
RMSE = \sqrt{\frac{\sum_{j=1}^{n}(V_{\text{seg},j} - \hat{V}_{\text{seg},j})^2}{n}}
\]

\[
\text{bias} = \frac{\sum_{j=1}^{n}(V_{\text{seg},j} - \hat{V}_{\text{seg},j})}{n}
\]

where \(V_{\text{seg},j}\) is the total vegetation volume in plot \(j\) and \(n\) is the number of plots. The error index (EI) (Reynolds et al. 1988) was calculated for the vegetation profiles and the estimates from ALS data (Eq. 20).

\[
EI = \frac{1}{N_T} \sum_{k=1}^{m} \left| \hat{F}_k - F_k \right|
\]

where \(\hat{F}_k\) is the estimated value in interval \(k\), \(F_k\) is the true value in interval \(k\), \(m\) is the number of intervals, and \(N_T\) is the sum of \(\hat{F}_k\) in all intervals. The size of the intervals was set to 1/10th of the maximum tree height or height of the ALS data in each field plot. The error index can be large for two histograms with similar shapes that are dislocated relative to each other. To compare the shapes of the profiles in such cases, the heights of the estimated vegetation volume profiles in each field plot were adjusted to have the same mean as the vegetation profile from field data. The mean height of the estimated vegetation volume profile was subtracted and the mean height of the vegetation profile from field data was added. The error index was calculated for the adjusted profiles in the same way as for the original profiles. To compare the shapes of the profiles independently of the estimated total vegetation volume, the error index as well as the mean height adjusted error index were also calculated for estimated vegetation volume profiles that were rescaled to have the same area as the total vegetation volume from field data (Figure 5). The validation was done for heights \(\geq 1\) m above the ground.

The accuracy of the vegetation volume for the different height intervals estimated from ALS data was validated with the vegetation volume modeled from field measurements using the RMSE and bias. The validation was done for heights \(\geq 1\) m above the ground.
Fig. 5. Vegetation profiles from one field plot. Dotted line = field data, solid line = estimates from ALS data. The original estimated profile from ALS data (a), the estimated profile adjusted with the mean height from field data (b), the estimated profile with the area rescaled to field data (c), the estimated profile with the area rescaled to field data and adjusted with the mean height from field data (d).

5 Results

The RMSE of the total vegetation volume was smallest for the normalized waveform (b), second smallest for the waveform points (c), third smallest for the direct waveform (a) and largest for the system points (d). The bias of the total vegetation volume was also smallest for the normalized waveform (b) and largest for the system points (d) although the bias was very small (Figure 6 and Table 2).
Fig. 6. Total vegetation volume estimated from direct waveform (a), normalized waveform (b), waveform points (c), and system points (d) for the 68 field plots. Field plots dominated (≥70% of basal area) by pine are marked ‘x’, spruce ‘o’, birch ‘·’, oak ‘*’, other broadleaf ‘+’ and mixed forest ‘Δ’.
Table 2. RMSE and bias of the estimates of vegetation volume.

<table>
<thead>
<tr>
<th></th>
<th>Direct waveform (a)</th>
<th>Normalized waveform (b)</th>
<th>Waveform points (c)</th>
<th>System points (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Bias</td>
<td>RMSE</td>
<td>Bias</td>
</tr>
<tr>
<td>Total vegetation volume</td>
<td>30.9 (31.9%)</td>
<td>0.3 (0.3%)</td>
<td>26.8 (27.6%)</td>
<td>0.1 (0.1%)</td>
</tr>
<tr>
<td>(dm$^3$/dm$^2$)</td>
<td></td>
<td></td>
<td>28.3 (29.1%)</td>
<td>0.1 (0.1%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>35.4 (36.5%)</td>
<td>0.8 (0.8%)</td>
</tr>
<tr>
<td>Vegetation volume for local</td>
<td>2.0 (76.0%)</td>
<td>0.5 (18.5%)</td>
<td>2.1 (77.2%)</td>
<td>0.2 (7.3%)</td>
</tr>
<tr>
<td>$z \leq 30$ dm</td>
<td></td>
<td></td>
<td>1.7 (64.0%)</td>
<td>0.3 (10.2%)</td>
</tr>
<tr>
<td>(dm$^3$/dm$^2$)</td>
<td></td>
<td></td>
<td>2.8 (105.5%)</td>
<td>1.1 (42.5%)</td>
</tr>
<tr>
<td>Vegetation volume for local</td>
<td>13.7 (62.6%)</td>
<td>-3.8 (-17.2%)</td>
<td>2.0 (9.3%)</td>
<td>12.1 (55.5%)</td>
</tr>
<tr>
<td>$z \leq 100$ dm</td>
<td></td>
<td></td>
<td>-1.4 (-6.5%)</td>
<td>16.1 (73.7%)</td>
</tr>
<tr>
<td>(dm$^3$/dm$^2$)</td>
<td></td>
<td></td>
<td>0.3 (1.5%)</td>
<td></td>
</tr>
<tr>
<td>Vegetation volume for local</td>
<td>27.2 (36.0%)</td>
<td>4.0 (5.3%)</td>
<td>-1.9 (-2.5%)</td>
<td>25.9 (34.3%)</td>
</tr>
<tr>
<td>$z &gt; 100$ dm</td>
<td></td>
<td></td>
<td>1.6 (2.2%)</td>
<td>28.0 (37.1%)</td>
</tr>
<tr>
<td>(dm$^3$/dm$^2$)</td>
<td></td>
<td></td>
<td>0.5 (0.7%)</td>
<td></td>
</tr>
</tbody>
</table>

The bold numbers indicate the best results for RMSE and bias in each row.

Figure 7 shows examples of vegetation profiles and estimated vegetation volume profiles from the normalized waveform (b) for nine different field plots. The shape of the profiles was generally consistent between the field data and the ALS data, however, the mean height and the total area under the profiles sometimes differed. Also the amount of understory was often underestimated (as seen for field plots b, c and f).
The mean error index was smallest for the normalized waveform (b) and waveform points (c), second smallest for the direct waveform (a) and largest for the system points (d) (Table 3).

The RMSE and bias for the height intervals $\leq 30$ dm and $\leq 100$ dm (Table 2) were much larger on a percentage basis than for the total vegetation volume. The RMSE was smallest for the waveform points (c) and largest for the system points (d). The bias for the height interval $\leq 30$ dm was positive in all cases. However, for the height interval $\leq 100$ dm both positive and negative bias was observed.

The RMSE of the vegetation volume for local $z > 100$ dm was smallest for the normalized waveform (b) and largest for the system points (d). The bias of the total vegetation volume for this height interval was smallest for the system points (d) and largest for the direct waveform (a) (Table 2).

The largest positive bias of the total vegetation volume was found for birch dominated field plots and field plots with mixed forest. For the birch dominated field plots, the bias was largest for waveform points...
(c) and smallest for normalized waveform (b). For the field plots with mixed forest, the bias was largest for system points (d) and smallest for normalized waveform (b). The largest negative bias was found for field plots dominated by other broadleaf and spruce dominated field plots. For the field plots dominated by other broadleaves, the bias was largest for waveform points (c) and smallest for system points (d). For the spruce dominated field plots, the bias was largest for system points (d) and smallest for normalized waveform (b) (Table 4).

Table 3. Mean error index (unitless) for the different estimated vegetation volume profiles. Note that the error index is only comparable within each row.

<table>
<thead>
<tr>
<th></th>
<th>Direct waveform (a)</th>
<th>Normalized waveform (b)</th>
<th>Waveform points (c)</th>
<th>System points (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error index original profiles</td>
<td>0.58</td>
<td>0.58</td>
<td>0.54</td>
<td>0.62</td>
</tr>
<tr>
<td>Error index mean height adjusted profiles</td>
<td>0.43</td>
<td>0.39</td>
<td>0.39</td>
<td>0.46</td>
</tr>
<tr>
<td>Error index profiles with area rescaled to field data</td>
<td>0.50</td>
<td>0.44</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td>Error index profiles with area rescaled to field data and mean height adjusted</td>
<td>0.35</td>
<td>0.29</td>
<td>0.30</td>
<td>0.37</td>
</tr>
</tbody>
</table>

The bold numbers indicate the best result in each row.
Table 4. RMSE and bias of the estimates of total vegetation volume (dm³/dm²) for different species.

<table>
<thead>
<tr>
<th>Basal area ≥ 70%</th>
<th>Mean total veg. volume</th>
<th>Direct waveform (a)</th>
<th>Normalized waveform (b)</th>
<th>Waveform points (c)</th>
<th>System points (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Bias</td>
<td>RMSE</td>
<td>Bias</td>
<td>RMSE</td>
</tr>
<tr>
<td>Pine</td>
<td>71.0</td>
<td>15.3 (21.5%)</td>
<td>17.2 (24.3%)</td>
<td>16.3 (23.0%)</td>
<td>15.7 (22.1%)</td>
</tr>
<tr>
<td>Spruce</td>
<td>138.8</td>
<td>29.5 (21.2%)</td>
<td>26.4 (19.0%)</td>
<td>28.6 (20.6%)</td>
<td>33.1 (23.9%)</td>
</tr>
<tr>
<td>Birch</td>
<td>81.7</td>
<td>33.1 (40.5%)</td>
<td>21.9 (26.8%)</td>
<td>25.4 (31.0%)</td>
<td>36.2 (44.3%)</td>
</tr>
<tr>
<td>Oak</td>
<td>75.1</td>
<td>26.7 (35.5%)</td>
<td>23.6 (31.5%)</td>
<td>25.6 (34.0%)</td>
<td>27.2 (36.2%)</td>
</tr>
<tr>
<td>Other broadleaf</td>
<td>133.2</td>
<td>38.9 (29.2%)</td>
<td>37.1 (27.9%)</td>
<td>40.1 (30.1%)</td>
<td>33.8 (25.4%)</td>
</tr>
<tr>
<td>Mixed</td>
<td>96.0</td>
<td>41.0 (42.7%)</td>
<td>34.4 (35.8%)</td>
<td>35.9 (37.4%)</td>
<td>50.2 (52.4%)</td>
</tr>
</tbody>
</table>

For the egg shaped tree crown models, the RMSE and bias were larger but the order between the methods was similar as for ellipsoids except for the height interval ≤ 30 dm where the order between the different methods differed slightly.

6 Discussion

This study has introduced new methods to estimate vegetation volume profiles from ALS data. The estimation was done for conventional, discrete return ALS point data from the laser scanning system and in three different ways for ALS waveform data. The study has shown that estimation of vegetation volume profiles from ALS data is feasible and may be used in the future to derive 3D models of the vegetation structure in large areas after calibration with total vegetation volume from field plots. Furthermore, it was shown that ALS waveform data produced the best results. Although the differences between the different methods using waveform data were small, they suggest that processing of waveform data may improve the accuracy and that the waveform data should preferably be compensated for the shielding effect of higher vegetation layers. The results from egg shaped tree crown models were similar except for the height interval ≤ 30 dm. The accuracy was low for the height interval ≤ 30 dm for all methods and it is probably not feasible to estimate such low vegetation below a canopy. The accuracy for the height interval ≤ 100 dm was slightly higher but was probably also affected by higher layers of vegetation.
The method requires field measurements of the total vegetation volume in a number of field plots to be used as training data although measurements of the vegetation volume profile are not needed. Before rescaling, the ALS profiles represent the relative amount of vegetation at different height above the ground. These profiles cannot be compared for different field plots since the distance from the laser scanner and the sensor gain varies. However, the profiles could be useful for manual interpretation. The vegetation volume profile is probably strongly correlated with the established ecological term LAD but measurements of LAD for a large number of field plots would be difficult.

An important source of error in this study is that the field data and the tree crown models have limitations. The tree height and the live crown height were measured for a sub-sample of trees and estimated from DBH for the rest. Due to this limitation, the trees in some field plots may be lower than the maximum height of the ALS data. Additionally, only simple tree crown models were used because of the limited measurements of tree crowns in the field. The results showed a tendency for overestimation of the total vegetation volume from ALS data for plots with tall birch trees; this may be due to these plots having denser than average tree crowns and higher reflectance, despite the fact that the same tree crown models were used. The structure of the tree crowns varies both between different species and between trees of the same species of different age. This is also valid for the reflectance, which typically is higher for deciduous trees than for coniferous trees. More detailed field measurements of the tree crowns would make it possible to create very detailed models of the tree crowns, but this was not realistic for a large number of field plots. This means that the vegetation volume profiles derived from the field data have considerable uncertainty and it can be argued that the ALS data describe the tree crowns more accurately than the measurements on the ground. However, the field data are collected with statistically sound methods since random sub-sampling was used and the diameter of the tree crowns was measured in directions parallel with the radius of the field plot. This could give rise to an overestimation or underestimation of individual tree crowns but it should not cause any systematic error which could happen if the tree crowns were measured in north-south and east-west directions. Therefore the data should be useful for training and comparison of the different methods. The similarity of the results from egg shaped tree crown models also implies that the validation is not sensitive to the exact choice of crown models. To obtain detailed ground measurements of the tree crowns, terrestrial laser scanning is a promising technique which is currently being developed for this purpose (Hilker et al. 2010; Hosoi et al. 2010; Lovell et al. 2003). Most of the field inventory was done less than one growth season after the laser scanning except for the measurement of live crown height which was done two growth seasons after the laser scanning. However, the live crown height does not undergo major changes for older trees. For younger trees however, this time lag could also be a source of error.

The normalization of the waveform data requires knowledge of how much light is lost when the light beam is reflected in higher layers of the vegetation. The algorithm used in this study is a simplification and approximation but there are few studies that have taken this into account. Wagner et al. (2008) decomposed waveforms and used calibration to find the cross-section for each component and the area of the corresponding reflecting object. The area of collision of all reflecting objects for one laser pulse were assumed to be equal to the footprint area which made it possible to calculate the area of collision for all objects. Calculation of the cross-section requires reference measurements for calibration. It also requires data on the width of the components which makes it impossible to use conventional, discrete return ALS data in the current LAS format for this purpose.
The analysis of the ALS waveform data in this study did not include deconvolution of the signal. Deconvolution would be necessary to distinguish surfaces separated by a smaller distance than the order of the length of the transmitted pulse. The duration of the transmitted pulse of the laser scanning system used in this study was 4 ns, which means that the length of the pulse is 1.2 m. Since the shrub layer and the tree layer of the forest are typically at least a few meters in height, this limitation most likely does not present a problem in this study. The current study has analyzed the vertical vegetation structure of the forest at an area level. To analyze the horizontal vegetation structure of the forest with a higher resolution, analysis at individual tree level would most likely be better, for example, by clustering of the ALS points in 3D (Reitberger et al. 2009). Analysis at individual tree level would also make it possible to obtain information about the number of trees in different height classes which could also be valuable for describing the vertical vegetation structure.

The new methods for estimation of vegetation volume profiles from ALS data could be used in the future to produce input for mapping of forest structure and modeling of habitats. The methods have been evaluated numerically and the results show good agreement with ground measurement in line with previous studies (Harding et al. 2001; Hilker et al. 2010; Hosoi et al. 2010). The results suggest that the vegetation structure can be described more accurately from ALS waveform data and that compensation for the shielding effect of higher vegetation layers is useful.
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