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Abstract

In the last years, it has been suggested to use statistical inferential methods, such as hypothesis testing or confidence intervals, to
compare different products, services, or systems within comparative life cycle assessments based on Monte Carlo simulation
results. However, the use of statistical inferential methods in such settings is fundamentally incorrect and should not be continued.
In this article, we explain why and look closer at some related topics.
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1 Introduction

Descriptive statistics, e.g., mean values, medians, variances,
or percentiles, can be computed to summarize basically any
dataset available. Some caution needs to be taken when choos-
ing the most informative metric for a dataset, depending on
dataset characteristics and data collection processes, e.g.,
while mean values are a good measure for symmetric distri-
butions, they are easily affected by single outliers or when the
distribution is skewed. In such cases, a median could be a
better representation of the data.

Commonly, due to data collection being expensive and time-
consuming, data for the complete population cannot be collected.
Imagine, for example, that we want to know the average pesticide
use for different crops for a specific year and region and that this
information only sits with each individual farmer. It would be too
expensive to collect the data from every farmer; instead we would
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randomly select a sample (a number of observations) of farmers
and collect the data from these farmers only. We can then calcu-
late, e.g., the sample mean of pesticide use for a specific crop and
then use this information together with the uncertainty of the mean
(the standard error) to draw conclusions on the true mean for the
whole population (of all farmers growing this crop). This is called
inferential statistics. Another typical example would be to investi-
gate if the difference between mean pesticide use for different
crops is significant, i.e., if it is reasonable to assume that the two
population means of pesticide use are, in fact, different.

Inferential statistics is, thus, the area of statistics where
descriptive measures are combined with probability theory
to make conclusions from a data sample to an underlying
population. In contrast to descriptive statistics, several impor-
tant assumptions need to be fulfilled before inferential statis-
tics, such as hypothesis tests and confidence intervals, can be
used. Many of the basic statistical tools require that observa-
tions are randomly collected, i.e., independent of each other. It
is also often required that data follow a certain probability
distribution, e.g., normal or Poisson, or that the dispersion
within different groups of observations is equal.

In the last years, it has been suggested to use statistical
inferential methods to compare different products, services,
or systems within comparative life cycle assessments, when
results are simulated by Monte Carlo runs (see, e.g.,
Henriksson et al. (2015) and Mendoza Beltran et al. (2018)).
However, the use of statistical inferential methods in such
settings is fundamentally incorrect as basic assumptions are
not fulfilled. In this article, we will point out the problems that
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arise when inferential statistical methods are falsely applied
and discuss on which prerequisites Monte Carlo simulations
in life cycle assessment are useful.

2 The idea of independent observations
as basis of statistical inference

Statistical inference is based on the information given by one
or several samples with data that were randomly selected from
one or several populations. The sample data is used to make
generalizations about the population as a whole. Data is usu-
ally collected using a random sampling process within an
experimental design or an observational study. The most im-
portant basic component in this collection of data is indepen-
dence of the selected observations, certifying that the informa-
tion added by an additional observation is new. While there
are sampling designs that relax this assumption, they are al-
ways matched with specialized estimation theory or specific
statistical modelling to account for this relaxation. Typical
examples of sampling that is not completely independent are
repeated measures designs, where one experimental unit is
observed at several occasions over a longer time span, or
paired samples, where two observations are matched accord-
ing to one of several background variables before these obser-
vations are assigned to two different treatment groups.

Monte Carlo simulation for any mathematical model, e.g.,
an LCA model, can never produce data that meets the require-
ment of independence, as the output from the simulation is
given by the known simulation inputs propagated through the
model, and no new knowledge is gained. Simulations can be
useful for visualization of uncertainty or further studies of the
underlying system, but are not appropriate as input to statisti-
cal inferential methods.

3 Are there additional issues with statistical
approaches for simulated data?

Even if there would be some way to justify the use of
simulated data in statistical inference, there are other
fundamental problems with their use in this setting.
White et al. (2014) describe how the use of p values
as measure of statistical significance is meaningless
when data is simulated, as the p value would inflate
with increased simulation runs. This means, it is easy
to get significant results by doing enough simulation
runs, even though no new information is added and
no generalizations can be made from the results. For
comparative LCA, a similar observation is made by
Heijungs (2020), who however incorrectly advises to
handle this by putting an upper limit to the number of
simulations. As the simulations are a theoretical
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construct, there would be no way to determine the right
amount of simulations, and any results from inferential
statistics methods would still be meaningless.

An additional point raised by White et al. (2014) that is
equally true for LCA is that the null hypothesis of no differ-
ence is known to be false a priori. Unless the same input
parameters are given for several products or services, the sim-
ulation results cannot be the same in the mean.

4 |s there any possibility to use inferential
statistical with LCA?

In case a LCA input parameter is described by actual observed
data for a number of independent sites or situations, these
individual observations could be propagated through the mod-
el providing equally many observations for the output param-
eters. In that case, the sample of output values can be viewed
as transformed input data, and the independence of the obser-
vations is maintained. Then these output values could be used
to relate the mean difference between products to the variabil-
ity of the collected data, and a statistical test can determine if
this difference is statistically significant. However, such an
approach is only possible if there is a complete setup of ob-
servations for each of the input parameters within the same
data sample. If data for different input parameters is collected
in different studies, which is usually the case in LCA, there is
no obvious way to combine these samples in a LCA and still
allow the use of inferential statistics.

5 What is the use of Monte Carlo simulation
in LCA?

Monte Carlo simulations are still very applicable in LCA.
They are, for example, useful for producing an overall esti-
mate of dispersion in the output parameter, which typically
cannot be computed analytically due to the complex relation-
ships and assumptions within the LCA (R66s et al. 2010;
Ro66s et al. 2011). We can also use sensitivity analysis to
identify the parameters that are most influential or uncertainty
analysis to apportion the total variation to different inputs. For
an overview, see Wei etal. (2015). If the LCA is very complex
and a model that runs faster is needed, proxy models or emu-
lators can be derived from simulations (Masnadi et al. 2020).
What is important to remember is that with these approaches,
we study the constructed LCA model, not the real world.

If the goal is comparative LCA, Monte Carlo simulations
can be used to produce visualizations or simulation intervals
for non-inferential comparisons between products. Examples
of this are to count the frequency of pairwise preferences
(Heijungs et al. 2005; Heijungs and Kleijn 2001), i.e., to com-
pute the number of simulations where product A is better than
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product B. As this is a descriptive frequency measure, it is not
affected by the number of simulations.

Simple simulated 95% intervals could be also be computed
by selecting the 2.5% and 97.5% quantile from the simula-
tions of the output parameter (R66s et al. 2010; Rods et al.
2011). Such an interval would include 95% of the outcomes
produced by simulations and could be used to quantify simu-
lation results instead of a plot of simulation outcomes. Such
simulation intervals are not confidence interval in the meaning
that they say anything about the location of the true population
mean but quantify the uncertainty in the simulated system
around the simulated mean.

6 Paired simulation to improve comparability

While statistical significance testing is inappropriate for sim-
ulated data, one concept described in connection to this by
Henriksson et al. (2015) can still be helpful. They suggest
dependent sampling to reduce variability in comparative
LCA. The name given is misleading, as no data is sampled.
Instead the concept could be called paired or blocked simula-
tions. The principle behind this is that some choices or param-
eters are the same for several products or services and should
be simulated as such. Imagine, for example, that we look at
environmental impacts from agricultural products A and B
and that in the production of these, the same fuels and fertil-
izers are used. This means that although the uncertainty in the
emissions and resource use associated with these input

contribute to the total uncertainty of each product, this
uncertainty does not contribute to the same extend to
the uncertainty in a comparison.

As an example, a very simple model of emission E is run
twice: once with a common input parameter X which is varied
independently for product A and B and once with the same
common input parameter held constant within one simulation
run (paired simulation). The simulation results are given as den-
sity plot in Fig. 1. We see hardly any difference as all input
factors contribute to the overall dispersion of the simulated emis-
sions. The advantage of paired simulation is, however, obvious
when we look at the differences in emission E between paired
simulations compared with the independent ones. In Fig. 2, the
density plot shows the simulated differences in emission for the
two products (emission of product A — emission of product B),
once in yellow for all inputs simulated independently and once in
blue for one of the input parameters having the same value within
a simulation for both product A and product B. Paired simula-
tions lead to substantially less variation in this comparison as
much of the variation is in common for both products and, thus,
is removed when differences are computed.

In addition to quantifying the simulation results using
mean difference and variance of the difference, we can
also use the number of simulation that results in product
B having higher emissions (R66s et al. 2010; Roos
et al. 2011). In independent simulations, this happens
in 1675 out of 2000 simulations, while in paired simu-
lations, product B is simulated with higher emissions in
1975 out of 2000 simulations.

Inputs are simulated independently Some inputs are held constant over one run
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Fig. 1 Density plots for simulations of emissions from two different
products A and B. In the plot to the left, input parameters were
simulated independently from each other; in the plot to the right, one

input parameter was held constant over a simulation run for both
product A and product B. Two thousand simulations were made for
each product
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Fig. 2 Density plot for simulations of differences in emissions from two
different products (emission from product A — emission from product B).
Simulating all input parameters independently gives more variability in
the difference in emissions (yellow). Keeping one of the inputs constant

Here, it is also important to issue a caution. It is
important to carefully consider which inputs are really
shared between products, services, and systems and
which are not. Simply pairing simulation of many in-
puts to get rid of variability is not a feasible way, as it
would lead to a severe underestimation of the simulated
variation, and no conclusions could be drawn.

7 Imperfect inputs to LCA

Heijungs (2020) discusses the use of imperfect or im-
precise inputs in Monte Carlo based LCA. They de-
scribe how the use of a large number of simulations
(10,000) yield a very precise result (low confidence in-
terval) although the accuracy in the result is not im-
proved with the number of simulation (which it would
be in the case of additional samples from the real
world). While Heijungs (2020) identifies the imperfect
input distributions as the problem and recommends to
not use Monte Carlo simulations at all when, e.g., ped-
igree approaches (Weidema and Wesnas 1996) are
used, the actual problem is that they use inferential sta-
tistics when this is not a valid option.

However, imperfect input data and distributions are a con-
cern in all empirical sciences. Measurements can deviate sys-
tematically in the mean due to mistakes or bad planning of the
studies, e.g., by the use of faulty instruments, unclear mea-
surement instructions, or selection biases in the units chosen
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for both products removes the corresponding variation in the computation
of differences (blue). The dashed line indicates the value 0, i.e., no dif-
ference in emission E between the two products

for the experiment or observational study. Such problems
need, obviously, to be addressed at their source as the validity
of any analysis or simulation result depends on reasonably
correct inputs or data. Additionally, also the uncertainty can
be imperfectly inputted into an LCA, either by under- or
overestimating the variability of individual input parameters
or by missing out on relevant input factors that contribute to
the overall uncertainty.

Both of these imprecision do, however, not influence the
functionality of Monte Carlo simulations as long as the results
are interpreted considering the quality of the input data. In this
context, it is also important to remember that the LCA itself is
imperfect. It is a simplified model of reality often constructed
for a very specific purpose and based on assumptions
that are generally false and known to be false (Beven
2002; Morton 1993) and thereby never meant to be a
perfect description of the real world.

8 Conclusions

Statistical inferential methods cannot and should not be
used for LCA based on Monte Carlo simulations. As
soon as LCA input parameters and their variability, as
well as the LCA model structure, are defined, all infor-
mation about this system is available, and no new
knowledge can be gained by simulating. The objective
of Monte Carlo simulations is instead to visualize and
describe the LCA results in order to learn more about
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the system that has been set up. We can, for example,
learn which input parameters contribute most to the var-
iability of an output parameter, which might not be
obvious if the LCA construct is complex. We can also
estimate the total variation in the output parameter or
compare simulation outputs for different products or ser-
vices and use that information for decision support. Any
kind of quantification and analysis is conditional on the
assumptions made when constructing the LCA. We re-
produce the world we have created and can learn from
simulations about properties of this world only.
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