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A B S T R A C T   

It is generally assumed that, in humid climates, the groundwater table is a subdued copy of the surface topog-
raphy. However, the general groundwater table is unlikely to be affected by the microtopography as seen in high- 
resolution Digital Elevation Models (DEMs). So far, there has been little guidance on the best resolution DEM to 
use to determine the shape of the water table or the direction of shallow groundwater flow in headwater 
catchments. We, therefore, looked at the effects of DEM-smoothing and -aggregation on the calculated flow 
directions and derived catchment boundaries, and identified areas and landscape features for which the calcu-
lated flow directions are particularly sensitive to DEM smoothing or aggregation. For > 40 % of the area of the 
Krycklan study catchment, the calculated flow directions depend strongly on the degree of smoothing or ag-
gregation of the DEM. The four main landscape features for which DEM smoothing or aggregation strongly 
affected the calculated flow directions were: local slopes in the opposite direction of the general slope, flat areas, 
ridges, and incised streambanks. To determine the effects of the changing flow directions on the derived 
catchment boundaries for the smoothed and aggregated DEMs, we calculated the drainage area for 40 locations, 
representing the outlets of catchments of varying sizes. The shape and size of the catchments of first-order 
streams were most affected by the processing of the DEM. These streams were often almost completely 
smoothed out during the DEM preprocessing steps. These shifts in catchment boundaries and drainage area 
would have a large effect on the water balance. This study thus highlights the need to carefully consider the 
effects of DEM smoothing or -aggregation on the calculated flow directions and drainage areas.   

1. Introduction 

In humid climates, the groundwater table is often assumed to be a 
subdued replicate of the surface topography (Condon and Maxwell, 
2015; Haitjema and Mitchell-Bruker, 2005; Tóth, 1962; Winter, 1999). 
Digital Elevation Models (DEMs) can, therefore, be used to estimate the 
direction of groundwater flow (Haitjema and Mitchell-Bruker, 2005; 
Wörman et al., 2006). These flow directions are, in turn, used to 
calculate topographic indices, such as the Topographic Wetness Index 
(TWI; Beven and Kirkby, 1979), that are widely used to describe the 
topographic controls on the spatial variation in wetness conditions. The 
topographically-based flow directions also allow the determination of 
the catchment boundaries based on the assumption that groundwater 
flow is predominantly parallel to the surface topography. Even though it 
is well known that the groundwater catchment boundaries may not be 
the same as the surface topography-based catchment boundaries, the 

surface topography-based drainage divide is usually used to determine 
the drainage area (i.e., catchment area) because data on the location of 
the groundwater divide is usually not available. 

High-resolution elevation data also include many small-scale fea-
tures that are unlikely to affect the direction of groundwater flow. In 
areas where the groundwater table is close to the surface, the flow 
pathways are highly affected by this microtopography (e.g., Bresciani 
et al., 2016b; Frei et al., 2010; O’Loughlin and Resources, 1986; van der 
Ploeg et al., 2012) but at better drained hillslope sites, the general flow 
direction at the hillslope or catchment scale is unlikely to be affected by 
the microtopography (Marklund and Wörman, 2011; Zijl, 1999). For 
the identification of the direction of slope parallel groundwater flow 
and the delineation of the catchment boundaries, preprocessing of high- 
resolution DEMs has, therefore, become a common practice. It includes 
smoothing, aggregation or resampling of the DEM, as well as the 
removal of sinks (Leach et al., 2017; Lidberg et al., 2017; Lindsay and 
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Creed, 2005; O’Neil et al., 2019). For example, it has been shown that 
smoothing improves the performance of a wetland classification model 
by effectively removing ‘topographic noise’ and small landscape fea-
tures that would incorrectly be classified as wetlands (O’Neil et al., 
2019). Aggregation (i.e., the use of a lower resolution DEM) can disturb 
the delineation of the stream network (e.g., Dehvari and Heck, 2013; 
Goulden et al., 2014; Lidberg et al., 2017; Mcmaster, 2002) but can also 
lead to more realistic groundwater flow directions (e.g., Gyasi-Agyei 
et al., 1995; Quinn et al., 1991; Walker and Willgoose, 1999; Wolock 
and Price, 1994; Zhang and Montgomery, 1994). Similarly, we expect 

that smoothing of small-scale topographic features that are unlikely to 
affect the groundwater table (either through actual smoothing or ag-
gregation of the elevation data) can improve the simulation of the 
shape of the groundwater table and slope parallel groundwater flow 
directions. 

Previous studies have looked at the effects of DEM resolution on the 
hydrological indices that are used for the characterization of surface- 
and groundwater flow, but they mostly used grid resolutions from ~30 
m (1 Arcsec) upwards (Le Coz et al., 2009; Stenta et al., 2017; Vieux, 
1993). These resolutions are apt for large catchments but are often too 

Fig. 1. Map of the Krycklan catchment with the stream network, the 5 m contour lines and the location of outlets used in this study. The upper inset shows the 
location of the catchment in Sweden; the lower inset zooms into the focus area and shows also the 1 m contour lines (the focus area is located within the sub- 
catchment that is called C6 in other studies (e.g. Laudon et al., 2013)). 
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coarse to capture the large variability in groundwater levels in small 
headwater catchments. Rinderer, van Meerveld and Seibert (2014) 
compared DEMs with a 2, 4, 6, 8, and 10 m resolution and considered the 
6 m DEM most adequate because it reflected the main ridges and de-
pressions but smoothed out the microtopography that they assumed had 
little effect on shallow groundwater flow directions. They, therefore, 
used this DEM to determine the topographic indices (e.g., TWI, curva-
ture) that they related to the observed groundwater levels (Rinderer 
et al., 2014) and used to predict the groundwater level at unmonitored 
locations (Rinderer et al., 2019). Dehvari and Heck (2013) used 1, 2, 3, 
4, 5, 8 and 10 m resolution DEMs to study the effect of DEM resolution 
on landscape attributes, such as ridges and flat areas, and concluded that 
the used coarser resolution strongly affected the extraction of streams. 
Similarly, Woodrow et al. (2016) used a 1, 5 and 10 m DEM and showed 
that contributing areas and stream lengths were significantly impacted 
by the choice of the DEM. However, no study has systematically inves-
tigated how the smoothing or aggregation of a DEM affects the estimated 
shallow groundwater flow directions or where in the landscape the 
calculated groundwater flow directions are most impacted by DEM 
smoothing or aggregation. 

If the resolution of the DEM significantly affects the calculated 
groundwater flow directions, this also affects the location of the derived 
catchment boundaries. Previous studies have shown that catchment 
delineation based on almost unaltered (i.e., only minimal smoothing, 
aggregation, sink filling or channel burning for sink removal) topo-
graphic data can lead to either an overestimation or underestimation of 
the catchment area. The degree of error depends on the topography and 
geology of the catchment (Condon and Maxwell, 2015), as well as the 
resolution of the elevation data used for the delineation (Hinton et al., 
1993; Woodrow et al., 2016). 

In this study, we, therefore, focus on the effects of DEM-smoothing 
and -aggregation on the calculated directions of shallow groundwater 
flow in small headwater catchments and the derived catchment 
boundaries. Although groundwater flow is a three-dimensional phe-
nomenon (Toth, 1963; Winter et al., 1999), and the deeper flow path-
ways of the nested groundwater system are important for the water 
balance and baseflow generation (Fan and Schaller, 2009; Oda et al., 
2013; Welch et al., 2012), we focus here on the shallow groundwater 
flow pathways (typically within 6 m of the soil surface) in small (<1 
km2) headwater catchments. We assume that the groundwater table is a 
subdued copy of the topography and the main direction of shallow 
groundwater flow is parallel to the surface. We systematically smoothed 
high-resolution elevation data for the Krycklan catchment in northern 

Sweden to eliminate small-scale features from the DEM. This procedure 
corresponds, in principle, to reducing the resolution of the DEM. The 
idea is that after some degree of smoothing, the DEM of the surface 
topography better represents the groundwater table and flow directions 
(cf. Rinderer et al., 2014). If the DEM resolution has a significant impact 
on the calculated flow directions, the obvious follow-up question (which 
we do not address in this study) is whether there is an optimal resolu-
tion. However, as a first step, and in the absence of observed ground-
water level data to determine the location of the groundwater table and 
flow directions, we focus here on quantifying the impact of DEM reso-
lution (and thus information content) on the calculated groundwater 
flow directions and catchment areas for an area where shallow 
groundwater is the main source of runoff. More specifically, we address 
the following questions:  

• How much does the DEM resolution or DEM smoothing influence the 
calculated flow directions?  

• Where in the landscape are the calculated flow directions most 
sensitive to the DEM resolution and information content?  

• How much does the preprocessing of the DEM affect the estimation 
of catchment areas? 

2. Study catchment 

The 67.8 km2 Krycklan catchment is located about 100 km northwest 
of Umeå in Sweden (see Fig. 1). It is located in the boreal zone and has a 
typical glaciated terrain. We selected the Krycklan catchment for this 
study because of the availability of a high-resolution (2 m) DEM and the 
relatively simple hydrogeological situation due to the deep till soils 
(Lindqvist et al., 1989). The groundwater tables are generally shallow 
(< 6 m from the surface and in most locations < 2 m). Subsurface flow 
pathways to the stream can be predicted based on the surface topog-
raphy (Leach et al., 2017; Ploum et al., 2020). Shallow groundwater 
flow is the dominant source of streamflow (Lyon et al., 2012); in the 
riparian zone the groundwater level fluctuations are highly correlated 
with streamflow (Seibert et al., 2003). 

The long-term annual average precipitation is about 614 mm/yr; the 
mean annual temperature is 1.8 ◦C (-9.5 ◦C in January, +14.7 ◦C in 
July). The mean annual runoff is 311 mm/yr, which means that about 
half of the precipitation goes to evapotranspiration (Laudon et al., 
2013). The landscape consists mainly of forests, peatlands and lakes. 
The slopes in the catchment are not very steep, except for some incised 
stream banks (up to 10 m in the glacio-fluvial sediments). Human-made 

Fig. 2. Schematic representation of the steps involved in this study for the smoothing and aggregation of the DEMs, as well as the calculation of the flow directions 
and accumulated areas and catchment boundaries for the 40 outlets in the Krycklan catchment. All steps were implemented in Whitebox GAT (version 3.4 ‘Montreal’, 
(Lindsay, 2016a)). 
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ditches can be up to 1 m deep and are primarily located in the head-
water catchments with till soils. For more information on the Krycklan 
catchment, see Laudon et al., (2013). 

For more detailed analyses and visualization of the results, we 
focused on a small area within the Krycklan catchment (named C6 in 
other studies in the Krycklan catchment). This focus area includes many 
characteristics and small-scale topographical features that are typical for 
the larger Krycklan catchment. This area is well known to the authors 
from field visits, which allowed for a better interpretation of the topo-
graphic features and the impact of smoothing or aggregation on the 
calculated flow directions. 

3. Methods 

3.1. General approach 

The high-resolution DEM was modified in two different ways to 
obtain a lower resolution DEM: smoothing and aggregation. While the 
first approach assumes that the smoothed DEM might be a better rep-
resentation of the groundwater table, the latter (aggregation) represents 
the situation where only coarser DEMs with a lower information content 
are available. We smoothed the DEM with two moving window filters: 
Gaussian and mean. Both methods employ a window of a defined pixel 
width that moves over the raster. The center pixel of the window is 
assigned a new value that is calculated either by weighing the values of 
the pixels in the window based on their distance according to a Gaussian 
curve with a defined standard deviation (Gaussian smoothing) or by 
taking the mean of all the pixels in the window (mean smoothing). We 
also aggregated the DEM (i.e., assigned the average value of all aggre-
gated pixels to the new pixel) to obtain DEMs with a different infor-
mation content. Aggregation can to a certain degree be considered a 

form of smoothing as it also leads to small scale features being averaged 
out. For the different DEMs, we determined the slope for each pixel. We 
assumed that this slope represents the direction of groundwater flow. 
We did this to determine where in the catchment the calculated flow 
directions are most sensitive to modifications of the topographic data 
and to determine how the catchment boundaries change when different 
DEMs are used. 

Most steps of the workflow for the processing of the DEMs (Fig. 2) 
were implemented in Whitebox GAT (version 3.4 ‘Montreal’, Lindsay, 
2016a). The main steps and individual tools for these procedures are 
described below; additional references to the tools are provided in the 
supplementary material (Table S1). 

3.2. Digital elevation models 

3.2.1. Original DEM 
The original 2-m DEM for the Krycklan catchment was based on 

LiDAR data obtained in August 2015. The LiDAR data has an average 
pulse density of 20 pulses/m2. The DEM was created by Gudrun Norstedt 
(Norstedt, 2017) and has been partially tested against ground observa-
tions during field visits (personal communication William Lidberg, 
Thomas Grabs, SLU). This DEM is referred to as the original DEM (orig) 
from here on. 

3.2.2. Smoothed DEMs 
For the smoothing of the original DEM, we used a Gaussian filter 

(Whitebox-Gaussian Filter, Lindsay, 2016a) and a moving window 
(arithmetic) mean filter with different window sizes (Whitebox – Mean 
Filter, Lindsay, 2016a). The window sizes were chosen to represent 
different degrees of smoothing of the surface (see example in Fig. 3), and 
therefore the assumed groundwater table. For the Gaussian filter, we 

Fig. 3. Maps of the focus area within the Krycklan catchment (see Fig. 1), showing the elevation for the original DEM with a 2 × 2 m resolution (orig, a) and 
examples of the smoothed and aggregated DEMs. Gaussian filter using a 3 × 3 pixels (gauss3, b) or 20 × 20 pixels (gauss20, e) standard deviation, Moving window 
filter using the mean value for a 3x3 pixel (mean3, c) or 21 × 21 pixels (mean21, f) window, and the aggregation of 3 × 3 (aggrg3, d) or 20 × 20 (aggrg20, g) pixels to 
obtain a lower resolution DEM. The field validated locations of the streams are shown in blue for reference. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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derived DEMs based on a weighted mean of the surrounding pixels, with 
the weights assigned by the Gaussian curve with a standard deviation of 
either 2 × 2 pixel, 3 × 3 pixel, 5 × 5 pixel, 10 × 10 pixel or 20 × 20 
pixels. We refer to these DEMs as gaussn, where n refers to the number of 
pixels used for the calculation of the standard deviation that was used 
for the smoothing (2, 3, 5, 10 or 20). For the mean filter, we used the 3 ×
3 pixel, 5 × 5 pixel, 9 × 9 pixel, 21 × 21 pixel window sizes because of 
the requirement for an odd number of pixels. These DEMs are named 
meann, where, n again refers to the number of pixels used for the 
smoothing (3, 5, 9 and 21). 

3.2.3. Aggregated DEM 
We used aggregation to obtain lower resolution data (Whitebox – 

Aggregate, Lindsay, 2016a). For this, we aggregated the pixels (2 × 2 
pixel, 3 × 3 pixel, 5 × 5 pixel, 10 × 10 pixel, 20 × 20 pixel) of the 
original DEM and assigned the mean value to all resultant pixels. Note 
that this aggregation differs from mean smoothing for which the mean is 
calculated for the center pixel of the window without changing the 
resolution of the raster (see Fig. 3). The aggregated DEMs are referred to 
as aggrgn, where n refers to the aggregated number of pixels (2, 3, 5 10 or 
20). The number of pixels used for the aggregation was chosen to obtain 
data representing commonly available high-resolution DEMs (such as 5 
m, 10 m, 25 m and ~30 m (1 Arcsec)). For example, Rinderer et al. 
(2017) used a 6 by 6 m DEM (which would represent a smoothing of 3 ×
3 pixels if applied to our original DEM) to determine the flow directions 
and topographic indices that were correlated to the variation in 
groundwater levels in a pre-alpine catchment. Leach et al. (2017) 
resampled the DEM to 5 and 10 m (which would be a 2.5 × 2.5 and 5 × 5 

pixel aggregation if applied to our original DEM resolution) to investi-
gate where the groundwater table is close to the surface and the land is 
susceptible to damage by heavy machinery. 

After calculating the flow direction and accumulated area (see 
below for more details), the aggregated rasters were resampled to 
match the extent and pixel size of the original and the smoothed DEMs. 
This means that the rasters resulting from the aggregation process 
nominally had the same resolution but a lower information content 
than the original DEM. In other words, the ‘lower resolution’ rasters 
allowed for pixel-by-pixel comparison with the other rasters, while de 
facto still having a lower resolution. 

3.3. Hydrological conditioning of the DEMs 

The original, smoothed and aggregated DEMs were hydrological 
conditioned prior to the calculation of the flow directions. Hydrological 
conditioning of a DEM means that the DEM is modified to remove any 
sinks, i.e., to ensure that for every pixel, there is a flow pathway to an 
outlet pixel with a strictly monotonically decreasing elevation. This 
conditioning is needed to ensure a realistic prediction of the locations of 
streams and channels (Lidberg et al., 2017), as well as wetland identifi-
cation (O’Neil et al., 2019). The conditioning generally includes filling 
and or breaching of depressions (Lindsay, 2016a) to avoid problems with 
drainage area delineation due to small residual sinks and dams (Band, 
1986; Lindsay, 2016b) that either naturally occur in the landscape or are 
created in the process of smoothing and aggregating the DEM. Lidberg 
et al. (2017) concluded that for the Krycklan area, a breaching algorithm 
leads to the most realistic results for stream and channel locations. We, 

Fig. 4. Example of resultant vector lengths (arrows) for 45 evenly spaced values within a range of 10◦ (a), 45◦ (b), 90◦ (c) and 180◦ (d) and the corresponding 
circular variance (CV) values. Situations b to d represent the threshold values for the CV classes used in this study. a) low (CV < 0.026), b) middle (0.026 ≤ CV <

0.104), c) high (0.104 ≤ CV < 0.378) and d) very high (CV ≥ 0.378). For an example from the actual dataset, see Figure S1. 
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therefore, used a breaching algorithm (fast breaching algorithm in 
Whitebox (Lindsay, 2016a; Soille, 2004; Wang and Liu, 2006) for all the 
DEMs (i.e., original, smoothed, and aggregated DEM). 

3.4. Flow direction analysis 

For each of the 15 conditioned DEMs (one original, five Gaussian 
smoothed DEMs, four mean filter smoothed DEMs, and five aggregated 
DEMs), we calculated for each pixel the direction of the surface. We 
assumed that these surface gradients represent the shallow groundwater 
flow directions and, thus, refer to them as flow directions from hereon. 
We used three different methods to derive the flow direction for each 
pixel and each DEM: the slope aspect, the D8 (O’Callaghan and Mark, 
1984), and Dinf (Tarboton, 1997) algorithms. This resulted in 45 
different flow directions for each pixel (15 DEMs multiplied by three 
different flow direction algorithms). Although algorithms that allow for 
multi-directional flow (e.g., Quinn et al., 1991; Seibert and McGlynn, 
2007) are considered superior in certain situations, we decided not to 
use them here because of the difficulty in comparing the results when 
there are several directions per pixel. 

The 45 flow directions for each pixel were compared using the cir-
cular variance (CV) to determine the sensitivity of the calculated flow 
direction to the choice of DEM and flow direction algorithm. For this, we 
converted the flow directions from all 2x2 m DEMs (i.e., the original 
DEM and the outputs of the smoothing and aggregation steps) to radians. 
We then calculated the circular variance for each pixel using the ‘raster’ 
package (Hijmans, 2019) in R software (R Core Team, 2019). The cir-
cular variance CV is 1 minus the length of the mean resultant vector (ρ; 
see Eq. (1)) and indicates the clustering of the calculated flow directions, 
or a lack thereof. 

CV = 1 − ρ (1) 

The mean resultant length (ρ) was calculated using Eqs. (2)–(4) (after 
Pewsey, Neuhäuser and Ruxton, 2013), where x is the angle for the in-
dividual flow direction vectors i in radians and n is the total number of 
flow direction vectors (=45 in this case). 

ρ =
1
n

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
X2 + Y2

)2
√

(2)  

X =
∑n

i=1
cosxi (3)  

Y =
∑n

i=1
sinxi (4) 

The value of the mean resultant length is one if all flow directions are 
similar and zero if they point in all directions (Kutil, 2012; Pewsey et al., 
2013). For a more intuitive interpretation of the results (i.e., a larger 
value indicates more variation), we used the circular variance (CV) (Eq. 
(1)) instead of the resultant mean length (Kutil, 2012). Small CV values 
indicate small variations in the flow directions and large values indicate a 
large variation (for examples, see Fig. 4 and Figure S1). For the inter-
pretation of the results, we defined four classes of circular variance: low 
(CV < 0,026), middle (0.026 ≤ CV < 0.104), high (0.104 ≤ CV < 0.378) 
and very high (CV ≥ 0.378). These classes represent an approximately 
even distribution of flow directions within a range of 0◦ − 45◦ (low), 45◦

− 90◦ (middle), 90◦ − 180◦ (high) and > 180◦ (very high) (Fig. 4). These 
ranges were calculated based on a synthetic dataset of 45 evenly 
distributed flow directions over a range of 1◦ to 360◦ (Figure S1). 

A drawback of the resultant vector length and thus also the use of the 
circular variance (CV) is that it does not provide clear information on the 
distribution of the flow directions. A value close to zero can, for 
example, indicate that the flow directions are evenly split in two 
opposite directions or that the flow directions are evenly spread into all 
directions (Pewsey et al., 2013). However, visual inspection of the 

calculated flow directions suggested that switches between two opposite 
directions were rare. 

The variability in the flow directions (and thus the value of CV) is 
affected by both the DEM and the flow direction algorithm. The differ-
ences in the calculated flow directions for a pixel for the three different 
flow direction algorithms were, however, almost always smaller than 
45◦, and generally smaller than 20◦ (i.e., within the low and middle 
variability category) (Figure S2). The differences in the flow directions 
calculated for the three algorithms were, furthermore, larger for the 
original DEM than for the smoothed or aggregated DEMs, and, not 
surprisingly, differences in the flow directions calculated with the D8 
and Dinf algorithms were smaller than the differences in the flow di-
rections calculated with either the D8 or Dinf algorithm and the slope 
aspect algorithm (see Figure S2). In other words, the differences in flow 
directions due to the choice of the flow direction algorithm were small, 
and changes in the flow directions in the high and very high variability 
category are mainly caused by the choice of the DEM (i.e., due to the 
effects of smoothing or aggregation). 

To determine the characteristics of the areas where the flow di-
rections are highly sensitive to the choice of the DEM, we determined the 
Spearman rank correlation (rS) between the circular variance and 
several topographic indices that were calculated for the original DEM: 
accumulated area, Topographic Wetness Index (TWI, Beven and Kirkby, 
1979), distance to stream (downslope distance to stream; Lindsay, 
2016a), downslope index (Hjerdt et al., 2004), and roughness index 
(Riley et al., 1999). Different landscape elements can have a similar 
topographic characteristic (e.g., both ridges and incised streambanks in 
the study area are steep). Therefore, we also determined the fraction of 
pixels with a particular combination of topographic index values with a 
high or very high circular variance. If a larger fraction of pixels with a 
certain combination of topographic index values (e.g., steep slope and 
large distance to stream for the ridges and steep slope but small distance 
to stream for the incised streambanks) has a high or very high circular 
variance, then the flow directions in this type of area are considered to 
be sensitive to the choice of the DEM. 

3.5. Determination of the location of the drainage divides and 
accumulated areas 

We also assessed the impacts of DEM smoothing and aggregation on 
the inferred position of the drainage divides. To assess the combined 
effect of potential shifts in the location of the drainage divides, we 
calculated the accumulated area (i.e., drainage area) for 40 points in the 
Krycklan catchment (see Fig. 1). For the selection of these 40 points, a 
ground-truthed stream network was combined with a map of the D8 
based flow accumulation for the original DEM. The 40 points were 
chosen to represent the outlets of sub-catchments with accumulated 
areas of 10–12 ha, 120–140 ha, and 300–320 ha. We refer to these points 
as the outlets of the small, medium and large catchments, respectively. 

We calculated the D8 flow accumulation for all DEMs and deter-
mined the pixel with the largest accumulated area within a 10 m radius 
from the original outlet position to consider potential shifts in the 
location of the simulated stream network for the smoothed and aggre-
gated DEMs. More specifically, we used a snapping algorithm (based on 
Lindsay et al., 2008) to adjust the outlet position. To avoid that the 
snapping leads to a ‘class jump’, i.e., a point where the outlet no longer 
represents the original sub-catchment but is moved to a stream that 
drains a larger catchment, we chose only points for which there was no 
other stream with a similar or larger accumulated area within a 40 m 
radius for the original DEM. Even though the outlets were chosen based 
on the original DEM, the snapping process was applied for all DEMs 
(including the original DEM). For the comparison of the size of the 
calculated accumulated areas for the different DEMs for each outlet, we 
determined the relative area, which is the ratio of the accumulated area 
calculated for the smoothed or aggregated DEM and the accumulated 
area calculated for the original DEM. 
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The smoothing and aggregation process can result in unrealistic 
stream networks and catchment boundaries, particularly for small 
catchments (e.g., Goulden et al., 2014). With the snapping, we tried to 
account for small shifts in the stream network caused by the smoothing 

and aggregating (especially in cases where the stream position is on the 
border of two pixels). Still, there were cases where the smoothing and 
aggregation process caused the original stream to be shifted rather far 
away, or to no longer exist at all. This was particularly the case for the 
small catchments for which the stream was sometimes smoothed over, 
and the drainage area became part of a larger stream. We included these 
catchments in the analyses, even if their form and size clearly indicated 
that the smoothing or aggregation had resulted in an unrealistic catch-
ment area. Excluding these cases would have been subjective in many 
cases because the changes were often gradual as the degree of smooth-
ing/aggregation increased. Although all catchments were included in 
the statistics, we focused on the accumulated areas that were at least half 
but less than twice the size of the accumulated area derived for the 
original DEM (i.e., 0.50 ≤ normalized accumulated area < 2.0) because 
larger differences reflect larger structural changes in the stream channel 
network and a shift in the derived stream channel further away from the 
original outlet than the 10 m snapping distance. Such extreme changes 
in drainage area are more likely to be noticed by researchers working in 
these areas (although this is likely not the case when the algorithms are 
used for many catchments in a region) and could be filtered out by 
looking at the variation in the areas for each catchment for the differ-
ently smoothed DEMs (e.g., a very large variation could indicate a 
stream jump). Smaller changes due to the preprocessing of the DEM will 
be more difficult to detect but can still significantly influence water 
balance calculations. 

Fig. 5. Cumulative frequency distributions for the circular variance (CV = 1 – ρ, 
where ρ is the resultant vector length) for all pixels in the entire Krycklan 
catchment (black line, 67 km2) and the focus area (grey line, 0.2 km2). A cir-
cular variance of 0 indicates that all flow directions are the same, whereas a 
value of 1 indicates that the flow directions vary over 360◦ (see Fig. 4 
and Figure S1). 

Fig. 6. a) Map of the focus area showing the circular variance CV for each 2 × 2 m pixel. Areas where the variation in the calculated flow directions is small are 
shown in gray (CV, < 0.026). Areas for which the calculated flow directions are more variable are indicated in orange (medium to high CV > 0.026–0.104), and areas 
for which the variation in the calculated flow directions are very large are indicated in red (CV > 0.378). Panels b) and c) show examples of the flow directions 
calculated with the slope aspect method for four DEMs after Gaussian smoothing for an area with relatively constant flow directions (b) and an area with very large 
variations in flow directions (c). The locations of these two areas (I and II, respectively) are indicated by the black squares in Figure a. Numbers 1–3 (white font in a) 
indicate example areas of topographic features with high circular variance values, as shown in Fig. 12. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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4. Results 

4.1. Variation in flow directions 
For the majority of pixels, the calculated flow directions differed for 

the different DEMs and flow accumulation algorithms (Fig. 5). The flow 
directions tended to differ more from those calculated for the original 
DEM when the degree of smoothing or aggregation increased (see Fig. 6c 
and Fig. 7). The circular variance was low (CV ≤ 0.029) for only 28% of 
the whole Krycklan catchment (Fig. 5). For almost 24% of the pixels, the 
circular variance was high, and for about 6% of the pixels, the variance 
was very high (CV > 0.408). The calculated flow directions for the 0.2 
km2 focus area varied slightly more than for the entire 67 km2 Krycklan 
catchment, but the distribution of CV was overall similar (Fig. 5). 

Fig. 7. Boxplots showing the distribution of the 
absolute differences between the flow directions 
calculated for the adjusted DEMs and the original 
DEM for all different DEMs (Gaussian and mean 
smoothing and aggregation) and the three 
methods to calculate the flow directions (aspect, 
D8, Dinf). The box represents the 0.25 and 0.75 
quantiles, the whiskers extend to the 0.1 and 0.9 
quantiles, and the horizontal line within the box 
represents the mean. Figure S2 shows the differ-
ence in the calculated flow directions for the 
three methods used to calculate the flow di-
rections for each DEM.   

Table 1 
The Spearman rank correlation (rs) between the circular variance CV and the 
topographic indices (calculated for the original DEM) for the entire Krycklan 
catchment and the focus area. The calculated p-value were < 0.001 for all 
correlations due to the very large number of data points.  

Topographic index Krycklan catchment Focus area 

Slope − 0.50  − 0.41 
Accumulated area − 0.20  − 0.18 
Topographic Wetness Index (TWI) − 0.01  − 0.09 
Distance to stream − 0.15  − 0.13 
Downslope index − 0.54  − 0.48 
Roughness index − 0.44  − 0.35  

Fig. 8. Proportion of the pixels with a certain distance to stream and local slope gradient (upper panels, a and b) or Topographic Wetness Index and local slope 
gradient (TWI, lower panels, c and d) for which the circular variance (CV) was high or very high (CV > 0.104) for the entire Krycklan catchment (left-hand panels, a 
and c) and the focus, area (right-hand panels, b and d). The slope gradient, distance to stream and TWI were calculated for the original DEM. Figure S4 shows the 
number of pixels in each CV and slope gradient class for the entire Krycklan area. 
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The Spearman rank correlation (rS) between slope (based on the 
original DEM) and the circular variance was − 0.50 for the entire 
Krycklan catchment and − 0.41 for the focus study area. The correlations 
between either the downslope index or the roughness index and the 
circular variance was also relatively high (Table 1). For most steep and 
very steep slopes (>40% based on the original DEM), the calculated flow 
directions were relatively stable (see Figure S4). For moderately steep 
slopes (up to 40%) and flatter areas, the probability of a high circular 
variance was larger. Still, the variation in flow directions could be either 
small or large (Fig. 8). For some moderate to steep slope areas with high 
TWI values (i.e., large accumulated area), however, the circular variance 
was very high (see Fig. 8c and d). These areas mainly represent the 
steeper incised streambanks, where the flow directions were impacted 
by a shift in the location of the stream channel due to the smoothing or 
aggregation. For the focus area where the streams are less incised, we 
did not find this effect (see Fig. 8a and b). The calculated flow directions 
for pixels near local water divides (low TWI and varying slope, Fig. 6a) 
also tended to vary more for the different DEMs (Fig. 8). 

4.2. Catchment boundaries and accumulated areas 

The smoothing and aggregation also affected the derived location of 
the drainage divides and, thus, the calculated accumulated areas for the 
selected outlet points (Fig. 9). More smoothing and aggregation gener-
ally led to smaller or larger accumulated areas (see Fig. 10 and 
Table S2). The accumulated areas of smaller catchments (as determined 
from the original DEM) were generally more impacted by the smoothing 
or aggregation than those of bigger ones (see Fig. 11). The most 
extremely smoothed DEMs tended to result in very small accumulated 
areas (Fig. 10) for the outlets of some of the small catchments. This was 
especially the case for Gaussian smoothing, but can also be seen for 
mean smoothing. In some cases, the shape of the accumulated area for 
an outlet was so different for the smoothed DEM that there was barely 

any overlap with the accumulated area calculated for the original DEM 
(Fig. 9a). Aggregation tended to lead to larger catchments (Fig. 10) but 
there was no clear relation with catchment size (Fig. 11). 

5. Discussion 

5.1. Effect of DEM smoothing and aggregation on the calculated flow 
directions 

DEM smoothing or aggregation significantly affected the calculated 
flow directions for many pixels. High values of circular variance were 
mainly found in four different types of areas: i) areas where the local 
slope gradient differs from the main slope gradient, ii) flat areas, iii) 
ridges, and iv) the banks of incised streams. For areas where the local 
slope gradient differed from the general direction of the slope gradient, 
the flow directions shifted with increasing smoothing towards the 
“regional” trend (Fig. 12a) because smoothing and aggregation make the 
topography more uniform and cause a flattening of these smaller local 
features. Examples of these types of areas are the esker and other small 
hills or bumps in the landscape (see #1 in Fig. 6a). 

For flat areas, small changes in the elevation due to smoothing or 
aggregation can easily result in a change of the slope aspect (Fig. 12b). 
The circular variance values for these flat areas were usually medium to 
high (see, for example, #2 in Fig. 6a). This was particularly the case for 
larger flat areas in the valley bottom (high TWI and low slope gradient; 
Fig. 8c and d), but also for flatter areas near the ridges (large distance to 
stream and low slope gradient, Fig. 8a and b). 

The circular variance values were generally also high for areas near 
the ridge, even for relatively steep slopes (low TWI or large distance to 
stream and steep slope; Fig. 8c). On the map, these ridges are often 
clearly visible as lines with high circular variance (e.g., #3 in Fig. 6a). 
The smoothing and aggregation of pixels at a ridge can cause a small 
shift in the location of the highest points (and thus the drainage divide) 

Fig. 9. The number of times that a pixel was considered to be part of the accumulated area for outlet points 1 (a) and 38 (b) for the different DEMs (the number of 
catchment layers is 15 in both cases but for outlet 1 there is no pixel where all layers overlapped which is why the scale only reaches up to 11). 

J. Erdbrügger et al.                                                                                                                                                                                                                             



Journal of Hydrology 602 (2021) 126717

10

and a dramatic change in the calculated local flow direction (i.e., a shift 
from one side to the other; Fig. 12c). This effect was also observed for the 
incised streambanks (Fig. 8a, small distance to stream and steep slopes), 
where the smoothing could cause the stream to shift to a neighboring 
pixel (Fig. 12d). 

We do not know which degree of smoothing or aggregation leads to 
the most suitable DEM to determine the groundwater table and 
groundwater flow directions. Field observations or modeling studies are 
needed to confirm which DEM, and thus which smoothed surface, most 
closely resembles the actual groundwater table. Still, this study high-
lights that smoothing of the DEM affects the calculated flow directions 
and the types of areas where the calculated flow directions are most 
affected by the smoothing. The results thus highlight the need to care-
fully consider the impacts of smoothing on the calculated flow directions 
and derived topographic indices, as well as the catchment area. 

Most likely, there is not one single best DEM to describe the 
groundwater table. As the groundwater level drops, the groundwater 

table will not only be lower but also smoother (i.e., more subdued) than 
the surface topography (Bresciani et al., 2016a; Gleeson et al., 2011; 
Haitjema and Mitchell-Bruker, 2005; Marklund and Wörman, 2011; 
Winter, 2001). The systematic shift in the calculated flow directions for 
some areas, particularly areas where local features created a slope 
gradient away from the main hillslope gradient, could indicate that 
groundwater flow directions depend on the groundwater level. Several 
previous studies have shown that flow directions on hillslopes and in 
riparian zones can change dramatically as the groundwater level rises 
or falls (Rodhe and Seibert, 2011; van Meerveld et al., 2015; von 
Freyberg et al., 2014). If the degree of smoothing is a function of the 
depth to the water table, then at least for some locations in the catch-
ment, different types of smoothing may be needed for different wetness 
conditions or seasons. 

Fig. 10. Cumulative frequency distributions of the normalized accumulated areas for the Gaussian smoothed DEMs (top), the mean moving window smoothed DEMs 
(middle), and the aggregated DEMs (bottom). Note that the axis is limited to areas that are at least half but less than twice the area calculated for the original DEM (i. 
e., 131 outliers in total are not shown). Also note the log scale for the normalized area. 
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5.2. Effect of DEM-smoothing and -aggregation on the location of 
drainage divides 

The change in the calculated flow directions with smoothing or ag-
gregation of the DEMs for the ridge sites causes a change in the location 
of the water divide and thus the surface topography-based catchment 
boundaries. Our results show that, particularly for small headwater 
catchments, the calculated drainage area depends strongly on how much 
the DEM is smoothed. For some DEMs and outlets, the drainage areas 
changed considerably (by much more than a factor of two) from those 
determined for the original DEM. This was most often the case for the 
outlets of the smaller headwater catchments but was, for some DEMs, 
also observed for the outlets of the medium and large catchments 
(Fig. 10). It was challenging to determine what caused these substantial 
changes in the drainage area. Still, visual inspection of the catchment 
boundaries and the DEMs suggested that in these cases, the DEM derived 
stream network changed considerably so that either a much larger area 
drained to the chosen outlet point, or more frequently there was no 
longer a stream that drained to the original outlet point because the 
stream channel had been smoothed out. This tendency for the streams of 
the smallest catchments to disappear when smoothing with the Gaussian 
or mean method should be taken into account, when determining 

catchment areas because it could lead to an underrepresentation of the 
catchment size of small headwater streams. 

The effects of the aggregation on the relative catchment sizes are 
interesting because these results most closely emulate the impact of 
lower resolution elevation data (e.g., Gyasi-Agyei et al., 1995; Quinn 
et al., 1991; Walker and Willgoose, 1999; Wolock and Price, 1994; 
Zhang and Montgomery, 1994). For the more aggregated DEMs, there 
was a tendency for overestimation of the drainage areas, but this effect 
did not seem to depend on the (original) catchment size. Smoothing led 
to some very small “left-over” catchments as parts of the catchment were 
smoothed out and became part of other catchments. Aggregation did not 
lead to (as many of) these “left-over” catchments because of the larger 
cell-size. However, in some cases, it led to the merging of catchments 
and thus the frequency of large catchment areas increased. 

The differences in the derived catchment areas are important, 
especially when considering how they will affect the water balance for 
these catchments. While field knowledge will help spot a very incorrect 
location of the drainage divide, small changes in its location and the 
derived catchment areas will be more difficult to detect and correct. The 
results from this study suggest that without any field confirmation, the 
computed catchment areas for small catchments have to be considered 
as very uncertain. A plausibility check is not possible when DEMs are 

Fig. 11. The normalized accumulated area for 
each outlet for the different DEMs (dots, jittered 
for better clarity) and corresponding boxplots. 
Note that the areas that are less than half and 
more than double the area calculated for the 
original DEM are not shown and not included in 
the boxplots, but are indicated using grey arrows, 
with the numbers displaying the number of out-
liers (131 outliers in total, i.e., 20 % of all values). 
The outlets were sorted according to the accu-
mulated area calculated for the original DEM 
(smallest at the bottom). Note the log scale for the 
normalized area. The box represents the 0.25 and 
0.75 quantiles, the whiskers extend to the 0.10 
and 0.90 quantiles, and the line within the box 
represents the mean.   
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used to automatically delineate many headwater catchments. Water 
balance data are usually not available for these cases either so that it will 
be difficult to detect the incorrect catchment areas. Potentially, the 
methodology used here (i.e., calculating the drainage area for different 
DEMs) could provide information on the uncertainty of the calculated 
catchment areas. 

A shift in the location of specific landscape features, such as ridges, 
with increasing smoothing of the surface, could also be an indication of 
groundwater subsidies to or from other catchments (Tóth, 1962). Indeed 
systematic water balance differences have been observed between 
adjacent catchments in this landscape (Karlsen et al., 2016), as well as 
elsewhere (e.g., Oda et al., 2013). Our methodology can be helpful to 
identify areas of particular interest when deciding on the placement of 
wells for calculating groundwater gradients, which can be used to gain 
more insights into runoff generation or to determine the boundary of the 
groundwater divide. 

5.3. Applicability for other regions 

Our study focused on the groundwater table and assumed that 
groundwater flow is predominantly parallel to this surface (or hori-
zontal, cf. the Dupuit-Forcheimer assumption). We, furthermore, 
assumed that the glacial till soils are laterally homogeneous in terms of 
hydraulic properties and the groundwater system is topography driven 
(Gleeson et al., 2011) so that the smoothed surface topography can be 
used to approximate the shape of the groundwater table. More sophis-
ticated methods for the calculation of the groundwater table exist (e.g., 
Wörman et al., 2006; Zijl, 1999), but they are also often much more 
complex and require more in-depth knowledge of the investigated sys-
tem. Although the shallow groundwater flow pathways are most 
important for runoff generation during rainfall or snow melt events in 
small catchments (e.g., Lyon et al., 2012), deeper (non-slope parallel 
flow) occurs as well and can be important for the generation of baseflow 
(Tóth, 1962; Winter et al., 1999). Even at Krycklan, the groundwater 
system is a nested system with shallow and deeper groundwater flow 
pathways (Kolbe et al., 2020). These deeper pathways can also cause 
inter-catchment groundwater flow (Fan and Schaller, 2009). The use of 
surface topography based estimates of groundwater flow directions and 
the drainage area is problematic if inter-catchment groundwater flow is 
important (Fan, 2019; Käser and Hunkeler, 2016; Oda et al., 2013; 
Welch et al., 2012). In other cases, only a part of the surface catchment 

may contribute to streamflow (e.g., Godwin and Martin, 1975; Liu et al., 
2020; Shook et al., 2021). 

The focus in this study was on small-scale boreal headwater catch-
ments with shallow groundwater in relatively homogeneous till soils, 
but the results of this study are assumed to be applicable for other 
landscapes with relatively uniform and deep unconsolidated material 
and a water table that is relatively close to the surface. We assume that 
our approach and results are also applicable for landscapes with a more 
pronounced (i.e., steeper) topography, as long as the unconfined aquifer 
is still relatively homogeneous. In mountainous terrain and larger scales, 
the regional flow pathways may be more significant (e.g., Gleeson and 
Manning, 2008; Welch and Allen, 2012) so that the assumption of flow 
parallel to the surface is no longer valid. However, even in mountainous 
terrain, the near-surface flow component generally dominates unless the 
anisotropy is very large (Gleeson and Manning, 2008). Direct extrapo-
lation to very flat areas may be problematic because the smoothing of 
local topographic features, such as the esker (Fig. 12a), is less likely 
where these features are not present but the sensitivity of flow directions 
to changes in the topographic information (Fig. 12b) is likely similar. 
However, for flat areas and wetlands, where the groundwater table is 
very close to the surface, groundwater flow may be driven by the 
microtopography (Frei et al., 2010; van der Ploeg et al., 2012), so that 
the smoothing would not lead to a better representation of the 
groundwater table and flow directions. 

The results are most likely not applicable for areas where the depth 
of the soil or unconsolidated material is more variable, or where 
bedrock, fractures or impermeable layers have a large effect on the 
groundwater flow directions. Where the soils are shallow but a lower 
permeability layer is located close to the surface, the topography of this 
layer may determine the direction of groundwater flow. For example, 
van Meerveld et al. (2015) showed that in the Panola catchment in 
Georgia, U.S., the groundwater flow directions were more similar to the 
direction of the bedrock surface than the ground surface when the water 
levels were low, but more closely resembled the ground surface when 
the water levels were high. 

6. Conclusions 

In humid climates, the groundwater table is often assumed to be a 
replicate of the surface topography. This allows the use of digital eleva-
tion data to estimate the shape of the water table and the groundwater 

Fig. 12. Schematic drawings of the four 
topographic features for which the flow di-
rections differed significantly for the 
different DEMs, leading to a high circular 
variance : a) areas where the local aspect 
differs from the general (i.e., regional) slope, 
b) a flat area, c) a ridge, and d) an incised 
stream. Original DEM (solid line) on top, 
smoothed DEM (dashed line) below. The ar-
rows indicate the flow directions (solid for 
original DEM and dashed for the smoothed 
DEM) for the point of interest, indicated by 
the light grey vertical line.   
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flow directions. However, some smoothing of high-resolution elevation 
data is needed to represent the groundwater table, as small-scale topo-
graphic features probably do not affect the groundwater flow. To inves-
tigate how the degree of smoothing of digital elevation data affects the 
calculated flow directions and where in the catchment the calculated 
flow directions are most affected by the chosen degree of smoothing, we 
generated different DEMs, representing different degrees of smoothing 
and aggregation. For each pixel, we then determined how the degree of 
smoothing affects the direction of the surface and, therefore, the assumed 
groundwater flow direction. 

For almost a third of the study catchment, the calculated flow di-
rections varied considerably for the different DEMs and the circular 
variance was either high or very high. For >70% of the catchment, the 
circular variance was at least as high as in a situation where the flow 
directions are uniformly spread over a 45◦ range (medium circular 
variance). The calculated flow directions were most affected by 
smoothing in areas where the slope gradient was <40%. Smoothing or 
aggregation caused the flow directions to change particularly much for 
flatter areas with a high TWI and areas with local slopes in the opposite 
direction of the dominant slope gradient. These changes or uncertainties 
in the calculated groundwater flow directions also impact the derived 
locations of the drainage divides and the calculated accumulated areas. 
The effect was particularly larger for small headwater catchments (<12 
ha), for which the smoothing often led to an underestimation of the 
catchment area. 

While the concept of the groundwater table in humid climates being 
a subdued copy of the surface topography is well established, the 
question remains how subdued this copy is and which degree of 
smoothing or aggregation best reflects the actual groundwater table. 
Two approaches could be used to address this question: groundwater 
flow modelling or field observations of groundwater levels (and thus 
gradients). Our results demonstrate the need for such studies to deter-
mine the degree of smoothing of the DEM that yields the best approxi-
mation of the groundwater table. 
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Tóth, J., 1962. A theory of groundwater motion in small drainage basins. J. Geophys. 
Res. 67. 

van der Ploeg, M.J., Appels, W.M., Cirkel, D.G., Oosterwoud, M.R., Witte, J.-P.-M., van 
der Zee, S.E.A.T.M., 2012. Microtopography as a driving mechanism for 
ecohydrological processes in shallow groundwater systems. Vadose Zo. J. 11 https:// 
doi.org/10.2136/vzj2011.0098. 

van Meerveld, H.J., Seibert, J., Peters, N.E., 2015. Hillslope-riparian-stream connectivity 
and flow directions at the Panola Mountain Research Watershed. Hydrol. Process. 
29, 3556–3574. https://doi.org/10.1002/hyp.10508. 

Vieux, B.E., 1993. Surface runoff modeling. J. Comput. Civ. Eng. 7, 310–338. 
von Freyberg, J., Radny, D., Gall, H.E., Schirmer, M., 2014. Implications of hydrologic 

connectivity between hillslopes and riparian zones on streamflow composition. 
J. Contam. Hydrol. 169, 62–74. https://doi.org/10.1016/j.jconhyd.2014.07.005. 

Walker, J.P., Willgoose, G.R., 1999. On the effect of digital elevation model accuracy on 
hydrology and geomorphology. Water Resour. Res. 35, 2259–2268. https://doi.org/ 
10.1029/1999WR900034. 

Wang, L., Liu, H., 2006. An efficient method for identifying and filling surface 
depressions in digital elevation models for hydrologic analysis and modelling. Int. J. 
Geogr. Inf. Sci. 20, 193–213. https://doi.org/10.1080/13658810500433453. 

Welch, L.A., Allen, D.M., 2012. Consistency of groundwater flow patterns in 
mountainous topography: Implications for valley bottom water replenishment and 
for defining groundwater flow boundaries. Water Resour. Res. 48, 1–17. https://doi. 
org/10.1029/2011WR010901. 

Welch, L.A.A., Allen, D.M.M., van Meerveld, H.J. (Ilja). 2012. Topographic Controls on 
Deep Groundwater Contributions to Mountain Headwater Streams and Sensitivity to 
Available Recharge. Can. Water Resour. J. 37, 349–371. https://dx.doi.org/1 
0.4296/cwrj2011-907. 

Winter, T.C., 2001. The concept of hydrologic landscapes. JAWRA J. Am. Water Resour. 
Assoc. 37, 335–349. https://doi.org/10.1111/j.1752-1688.2001.tb00973.x. 

Winter, T.C., 1999. Relation of streams, lakes, and wetlands to groundwater flow 
systems. Hydrogeol. J. 7, 28–45. https://doi.org/10.1007/s100400050178. 

Winter, T.C., Harvey, J.W., Lehn Franke, O., Alley, W.M. 1999. Ground Water and 
Surface Water - A Single Resource. Denver, Colorado. 

Wolock, D.M., Price, C.V., 1994. Effects of digital elevation model map scale and data 
resolution on a topography-based watershed model. Water Resour. Res. 30, 
3041–3052. https://doi.org/10.1029/94WR01971. 

Woodrow, K., Lindsay, J.B., Berg, A.A., 2016. Evaluating DEM conditioning techniques, 
elevation source data, and grid resolution for field-scale hydrological parameter 
extraction. J. Hydrol. 540, 1022–1029. https://doi.org/10.1016/j. 
jhydrol.2016.07.018. 
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