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A B S T R A C T   

Obtaining low vegetation data is important in order to quantify the structural characteristics of a forest. Dense 
three-dimensional (3D) laser scanning data can provide information on the vertical profile of a forest. However, 
most studies have focused on the dominant and subdominant layers of the forest, while few studies have tried to 
delineate the low vegetation. To address this issue, we propose a framework for individual tree crown (ITC) 
segmentation from laser data that focuses on both overstory and understory trees. The framework includes 1) a 
new algorithm (SSD) for 3D ITC segmentation of dominant trees, by detecting the symmetrical structure of the 
trees, and 2) removing points of dominant trees and mean shift clustering of the low vegetation. The framework 
was tested on a boreal forest in Sweden and the performance was compared 1) between plots with different stem 
density levels, vertical complexities, and tree species composition, and 2) using airborne laser scanning (ALS) 
data, terrestrial laser scanning (TLS) data, and merged ALS and TLS data (ALS + TLS data). The proposed 
framework achieved detection rates of 0.87 (ALS + TLS), 0.86 (TLS), and 0.76 (ALS) when validated with field- 
inventory data (of trees with a diameter at breast height ≥ 4 cm). When validating the estimated number of 
understory trees by visual interpretation, the framework achieved 19%, 21%, and 39% root-mean-square error 
values with ALS + TLS, TLS, and ALS data, respectively. These results show that the SSD algorithm can suc-
cessfully separate laser points of overstory and understory trees, ensuring the detection and segmentation of low 
vegetation in forest. The proposed framework can be used with both ALS and TLS data, and achieve ITC seg-
mentation for forests with various structural attributes. The results also illustrate the potential of using ALS data 
to delineate low vegetation.   

1. Introduction 

During the past two decades, the potential of Light Detection and 
Ranging (LiDAR) in forest applications has been revealed by both sci-
entific research and commercial products. One major application of 
LiDAR is forest data acquisition at a single-tree level, e.g. individual tree 
height, diameter at breast height (DBH), crown diameter, stem, and 
crown volume. Studies have indicated that reliable estimations of these 
forest parameters can be achieved using different scanning platforms, 
including airborne laser scanning (ALS), terrestrial laser scanning (TLS), 
mobile terrestrial laser scanning (MLS), and drone laser scanning(Liang 
et al., 2018; Wang et al., 2016; Kaartinen et al., 2012; Holmgren et al., 
2019; Tao et al., 2015; Hyyppä et al., 2020; Li et al., 2019). To obtain 
estimates at a single-tree level, individual tree crown (ITC) segmentation 

from the point cloud is a crucial step, for which numerous algorithms 
have been developed. Individual-tree detection and segmentation 
methods for ALS data include (1) raster-based methods, e.g. watershed 
segmentation (Tang et al., 2007; Ene et al., 2012), template matching 
(Huo and Lindberg, 2020), and deep learning (Windrim and Bryson, 
2020; Chen et al., 2021; Zhu et al., 2021), and (2) point-based methods 
e.g. region growing (Solberg et al., 2006; Hyyppa et al., 2001), k-means 
clustering (Lindberg et al., 2013), and mean shift clustering (Ferraz 
et al., 2010; Melzer, 2007). These algorithms are able to detect dominant 
forest trees. Point-based methods generally require higher measurement 
densities than raster-based methods since the risk of occlusion is higher 
for objects below the top-most canopy. Hence, raster-based methods can 
be used for lower measurement densities than needed for point-based 
methods, but the latter are also capable of detecting small trees below 
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the top-most canopy. 
With the development of scanners, more dense ALS point clouds have 

become available for more accurate ITC segmentation. Algorithms have 
been developed to detect subdominant trees in forest with more complex 
vertical layers, and various improvements have been made to increase 
the detection rate in the lower layers of the canopy. For example, the 
performance of the mean shift algorithm has been compared with 
different kernel shapes, adaptiveness, and weighting (Xiao et al., 2019), 
revealing that a crown-shaped kernel generates better segmentation, 
while weighting and adaptiveness have little influence on the perfor-
mance. Ferraz et al. (Ferraz et al., 2012) have designed a statistical 
approach to calculate the suitable kernel bandwidth in the mean shift 
algorithm for ground vegetation, understory and overstory trees. Lind-
berg et al. (Lindberg et al., 2014) have improved the k-means clustering 
algorithm by using an ellipsoidal tree model. Williams et al. (Williams 
et al., 2020) have proposed an improved k-means algorithm, called the 
multiclass graph cut (MCGC) approach, by using local 3D geometry and 
density information. Ma et al. (Ma et al., 2020) have designed a region 
growing algorithm, morphology segmentation, and k-means algorithm 
as different steps for overall segmentation. Their region-growing algo-
rithm is used first, for the dominant trees, then morphology is used to 
determine whether the segmentation needs to be refined, and finally the 
k-means algorithm is used for any necessary refinement. Dai et al. (Dai 
et al., 2018) have further refined under-segmentations in the spatial and 
multispectral domains of the mean shift segmentation algorithm. 
Commonly, these algorithms start from treetop detection, i.e., tree 
crowns are delineated from top to bottom. 

Bottom-up designs for ITC segmentation from ALS point clouds have 
also been developed, based on dense point clouds that provide more 
points from the stems. As these algorithms do not depend on treetop 
detection, they perform well in detecting subdominant trees in canopies 
with more complex structures. For example, stems have been detected 
and reconstructed from a watershed segmentation combined with a 
RANSAC-based estimation of the stem points, and ITC segmentation 
then implemented using a normalized cut segmentation (Reitberger 
et al., 2009). Shendryk et al. (Shendryk et al., 2016) proposed a 3D 
random walk algorithm, with the segmentation starting from trunk 
detection. Using detected trunks as seed points, tree crowns are 
segmented into different trees according to the weights calculated by 
conditional Euclidean distance clustering. 

Although algorithms have been developed that are reliable in more 
heterogeneous forests, attention has been focused on the dominant and 
subdominant trees; fewer algorithms have focused on low vegetation 
(Ferraz et al., 2012; Harikumar et al., 2019; Paris et al., 2016), especially 
the small trees below the top canopy. Detection of small trees below the 
top-most canopy improves estimations of diameter distributions and 
may also improve estimations of tree species and other tree attributes by 
defining the borders of the tree crowns better. Although these small trees 
do not contribute as much as dominant and subdominant trees to the 
volume or biomass, they are still an important component of ecological 
equations. For example, the variety of tree sizes can reveal the biodi-
versity of a forest. The complexity of the forest structure can also be used 
as an indicator for sustainable forest management. Compared with ALS 
data, TLS and MLS data have a higher capacity to capture low vegeta-
tion. However, few algorithms have been developed and validated 
specifically for the detection of small trees. Therefore, this study pro-
poses an innovative ITC segmentation algorithm for accurately detecting 
low vegetation. 

The main novelties of the proposed ITC segmentation framework are: 
(1) testing the symmetrical structure of individual trees to classify points 
as overstory/understory trees (the SSD algorithm); and (2) removing 
points belonging to overstory trees to simplify segmentation of the low 
vegetation. The performance of the proposed framework was tested on 
boreal forests with different stem densities and different complexities of 
vertical layers. In addition, the framework was validated with different 
datasets, including ALS, TLS, and merged point clouds from ALS and TLS 

data (ALS + TLS). A visual interpretation was carried out to validate the 
low vegetation identified from the ALS + TLS data, which was then used 
as reference data for the TLS and ALS segmentations. The capacity of 
ALS to detect low vegetation was quantified by comparing it with the 
ALS + TLS segmentation. 

2. Materials 

2.1. Field data 

The study area, Krycklan (64◦14′N, 19◦50′E), was located in the 
north of Sweden, within boreal forest (Fig. 1). The common tree species 
included Scots pine (Pinus sylvestris), Norway spruce (Picea abies), and 
birch (Betula pendula and Betula pubescens). A field inventory of 80 m 
square plots was conducted in 2016. Each 80 m × 80 m plot was divided 
into 16 subplots of 20 m, and the centers of the subplots were measured 
using a Differential Global Navigation Satellite System in the SWEREF99 
coordinate system (EPSG: 3006). We used a combination of TLS and a 
trilateration system integrated with a digital caliper to estimate the 
position of each tree within each plot from the field inventory. 

Within each subplot, all trees with a DBH ≥4 cm were inventoried for 
DBH and species. We took manual measurements of the stem diameters 
using a digital caliper integrated with an ultrasonic trilateration system 
(DP POSTEX, www.haglofsweden.com). The ultrasonic trilateration 
system measured the local coordinates for the tree positions with suffi-
cient accuracy when limited to short ranges (approx. 10–15 m). Tree 
height was also measured for a random selection of sample trees. 

The heights and DBH of the sampled trees were used to examine the 
allometric relationships between height and DBH, using Eq. (1) as sug-
gested by Oinas and Sikannen (2000): 

H = 1.3+ exp

(

a −
b

DBH + 4
−

c
(DBH + 4)2

)

(1)  

where H is the tree height (m), DBH is tree diameter at breast height 
(cm), and a, b, and c are coefficients derived for pine, spruce, and de-
ciduous trees, respectively. Ninety-one pine, 237 spruce, and 66 decid-
uous trees were used for the regression. The heights of all the trees were 
then calculated from the DBH using the allometric equation. 

For accuracy analysis, the 20 m × 20 m subplots were used instead of 
the 80 m × 80 m plots, to take into account the variety of attributes 
found between the 16 subplots within one plot, e.g. species composition, 
and vertical structures. We did not use subplots that were selectively cut 
between the time when we obtained the ALS and TLS data. In total, 251 
subplots from 23 plots were used in the study. Subsequently, “plot” re-
fers to the 20 m × 20 m subplots. Plot data are presented as density level 
(Table 1), the number of canopy layers (Table 2), and tree species 
composition (Table 3). We classified the plots into low, medium, and 
high stem density, and had an approximately even number of plots in 
each category. The performance of ITC segmentation was compared 
across the different stem density classes. 

We also summarized the condition of the vertical structure of the 
plots (Table 2). Assuming Hmax is the largest tree height in a plot, we 
defined the first/s/third layers as containing trees with heights ≥ 2

3Hmax, 
2
3Hmax – 13Hmax, and < 1

3Hmax, respectively, as a simplified means of clas-
sifying trees into dominant/subdominant/understory categories. We 
thus categorized plots into L-1 to L-5, with L-1 representing plots that 
only contained first-layer trees, L-2 representing plots that contained 
first- and second- layer trees, and L-3 to L-5 representing plots with trees 
in every layer. To emphasize the performance of ITC segmentation on 
low vegetation, we used L-3, L-4, and L-5 to refer to plots with ≤15%, 
15–30%, and > 30% trees in the third layer. Plots with different layer 
categories could then be compared. 
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2.2. Laser data 

On each 80 m × 80 m plot, TLS data were collected using a Trimble 
TX8 from 4 × 4 scanning stations, with each scanning station placed at 
the approximate center of each subplot (therefore with an internode 
distance of approximately 20 m). Individual point clouds from each 
scanning station were merged by co-registration using spheres, which 
were placed on adjacent scanning stations. Trees were detected and stem 

diameters were estimated from the TLS data using a previously devel-
oped algorithm (Olofsson & Holmgren, 2016). We used the position of 
the scanning station, in the local coordinate system of the TLS data, as 
the starting position to search for the true position of the subplot center 
based on the manual measurements. We used an algorithm developed 
previously (Olofsson et al. 2008) to match the spatial patterns of the 
trees automatically with the manual measurements from the sub-plots 
and TLS data. The algorithm created one synthetic image of the tree 

Fig. 1. The study area and field plots. (a) The study area in Sweden; (b) the plots in the field inventory; (c) the plots and subplots.  

Table 1 
The stem densities defined within the study plots.  

Category Density class Threshold [stems/ha] Number of plots Stem density 
[stems/ha] 

DBH 
[cm] 

Tree height 
[m] 

Mean Std Mean Std Mean Std 

D-1 Low ≤700 71 637 241 20.2 3.4 16.0 1.5 
D-2 Medium 700–1100 28 704 306 23.4 5.4 17.5 3.2 
D-3 High >1100 18 1383 732 14.7 3.1 12.0 1.9  

Table 2 
The forest layers defined within the study plots.  

Category Proportion of trees in each layer [%] Number of plots Stem density [stems/ha] DBH [cm] Tree height [m] 

First layer Second layer Third layer Mean Std Mean Std Mean Std 

L-1 > 0 0 0 15 427 142 24.3 2.3 18.1 0.9 
L-2 > 0 > 0 0 44 567 196 22.3 4.8 17.2 2.4 
L-3 > 0 > 0 ≤ 15% 77 940 343 17.5 2.7 14.2 1.6 
L-4 > 0 > 0 15%–30% 71 1131 487 15.9 2.8 12.9 1.7 
L-5 > 0 > 0 > 30% 39 1316 666 13.0 2.4 10.9 1.5  

Table 3 
The species composition of the study plots.  

Category Species composition Number of plots Stem density [stems/ha] DBH [cm] Tree height [m] 

Mean Std Mean Std Mean Std 

S-1 Pine 71 637 241 20.2 3.4 16.0 1.5 
S-2 Spruce 28 704 306 23.4 5.4 17.5 3.2 
S-3 Pine/spruce 57 1121 459 16.6 3.2 13.3 2.0 
S-4 Pine/deciduous 37 901 376 15.3 2.5 12.8 1.6 
S-5 Spruce/deciduous 38 1333 540 14.4 2.4 12.1 1.6 
S-6 Pine/spruce/deciduous 18 1383 732 14.7 3.1 12.0 1.9  
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patterns for each data source, and matched the images to find the true 
position of each subplot. 

Multispectral ALS data were acquired on June 28, 2019, with a 
RIEGL VQ-1560i-DW. This scanner records full-waveform although we 
only used the discrete returns in this study. This system uses two 
wavelengths: 532 nm (C1; green), with a beam divergence of 0.72 mrad, 
and 1064 nm (C2; NIR), with a beam divergence of 0.25 mrad. The flying 
altitude was 800 m above ground, the speed was 213 km/h, the overlap 
between the strips was 20%, the scan rate was 206 Hz with a field of 
view of 40◦, and the pulse repetition rate was 1000 kHz per channel. 
This resulted in a scan width of 582 m and a measurement density of 24 
pulses per m2 and channel in each flight strip. The data was delivered in 
the SWEREF99 coordinate system (EPSG: 3006). 

The point clouds from both ALS and TLS were normalized to remove 
the height of the ground. Points were classified as ground or non-ground 
using the Triangular Irregular Network (TIN) method implemented by 
the LAStools software. The heights of the points were normalized using 
the heights from the Digital Elevation Model (DEM) generated. Points 
with heights lower than 0.5 m were removed. Fig. 2 exhibits some ex-
amples of the normalized Digital Surface Model (nDSM) of the plots with 
different categories. 

The global coordinates (EPSG: 3006) were calculated for the points 
in the TLS data and then co-registered to ALS data. Each 80 m × 80 m 
plot contained 16 subplots, and the 16 subplots were scanned with the 
scanner at the center of each. The relative positions of the scanning 
centers were recorded, and their global coordinates were measured in 
the SWEREF99 coordinate system (EPSG: 3006). The relative and global 
coordinates of the 16 scanning centers were used to calculate the 
transformation matrix in the xy plane for each plot. The global co-
ordinates of the laser points were then derived using the transformation 
matrixes. Finally, the TLS point clouds were co-registered to ALS using 
the Iterative Closest Point (ICP) algorithm implemented in MATLAB. 

A new ITC segmentation algorithm was designed for both ALS and 
TLS data, and the ALS and TLS point clouds merged. ITC segmentation 
was then compared between the different datasets. 

3. Methods 

3.1. The ITC segmentation framework 

There were two main steps in the algorithm for individual tree 

segmentation (Fig. 3). First, the laser points for dominant trees (denoted 
as the Pdominant set) were detected and removed from the point cloud for 
the whole plot (denoted as the Pall set). Pdominant was identified from the 
surrounding point cloud by analyzing the symmetrical structure of the 
trees. The crown radius (CR) and crown base heights (CBH) were 
detected and used to create spaces for the dominant trees. Second, low 
vegetation was identified using Mean Shift Clustering of the point cloud 
without Pdominant. This step also involved criteria to remove clusters that 
belonged to the dominant trees. 

The abbreviations and symbols used in the algorithm are listed in 
Appendix A, and the default parameter values are listed in Appendix B. 

3.1.1. Detection and segmentation of dominant trees (SSD algorithm) 
For this algorithm, the detection and segmentation of dominant trees 

was based on the symmetrical structure of individual trees, especially 
coniferous trees in boreal and temperate forests, with conical tree 
crowns and cylinder stems. In this study, Pdominant was identified by 
creating cylinder spaces for individual dominant trees, as in Fig. 4. The 
upper cylinder A was designed for tree crowns, with the CR identified as 
the radius of the cylinder. The lower cylinder B was designed for stems, 
with the CBH identified as the height of the cylinder. To obtain a proper 
space for Pdominant, the key parameters were CR and CBH. 

The steps taken to detect the symmetrical structure of a tree and 
determine the CR and CBH values were as follows. 

Step 1.1 Definition of target point clouds for individual trees 
We detected local maxima from the nDSM smoothed by Gaussian 

filtering with a standard deviation (sigma) of 1 and denoted them as 
TCHM = {tk}k=1

K, tk = (xk,yk,zk). We set the seed points S = {sn}n=1
N as a 

subset of TCHM with zn ≥ Thhs, i.e. a TCHM is not considered to be a seed 
point if the height is lower than Thhs. This is needed because small 
treetops may be detected as TCHM when they stand in an open area, but 
their symmetrical structure may need different parameters compared 

with dominant trees. We set Thhs = 1
3Max

(
{zk}

K
k=1

)
, to correspond to 

the upper 1/3 layer of the forest. 
We denoted PTarget = {pi}i=1

I as the set of LiDAR points around the 
seed point sn within a given radius Thd, and with zi ≤ zn, i.e. lower than 
the seed point sn. Thd should be at least as big as the largest possible 
crown radius, but as small as possible, to avoid under segmentation and 
speed up the calculation. We set Thd as 3 m for our dataset. 

Step 1.2 Equiangular sectorial voxelization 

Fig. 2. The nDSM from the ALS data. Examples were selected to represent different density and layer categories.  
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The coordinates of the target point cloud were transformed from(x, 
y,z) to (z,d,α) using Eqs (1)–(2), and to (q, r,h) using Eqs (3)–(4): 

α = tan− 1y
x

(1)  

d =
̅

x2+y2√ (2)  

[h, r, q] = Round
(
M × [ z, d,α, 1]T

)
(3)  

M =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
vz

0 0 0

0
1
vd

0 0

0 0
1
vα

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(4)  

where vα, vd and vz are the voxel size. We set vd to 0.5 m, vz to 0.5 m, and 

vα to 30◦. After voxelization, the space was divided into voxels as in 
Fig. 5. Voxels with points were denoted as occupied voxels, and those 
without points were denoted as empty voxels (Fig. 5). 

Step 1.3 Plotting the symmetry curve 
Vij was the set of voxels with coordinates h = Hi and r = Rj (shown as 

the “crown ring” in Fig. 5d and e), with Hi being the height of the voxels 
and Rj the r coordinate of the voxels. We determined the “crown ring” Vij 
to be symmetrical if more than 75% of voxels (Thv) in set Vijwere 
occupied voxels. For ALS data, RJ was the largest Rj at Hi with a sym-
metrical Vij. For TLS and ALS + TLS data, RJ was the largest Rj at Hi that 
made Vi1, Vi2, … Vij all symmetrical. The curve was plotted for (RJ,Hi), as 
in Fig. 6 (a-1, b-1). The symmetry curves looked similar to the side view 
of a tree, and usually revealed two types of tree shapes: a T-shaped tree 
(Fig. 6a), with a clear stem obviously visible in the symmetry curves, or 
an A-shaped tree (Fig. 6b), with a symmetrical crown down to the 
ground. 

Step 1.4. Determination of true/false treetops 
For each individual tree, a symmetrical structure should be detected 

Fig. 3. The framework for the ITC segmentation algorithm.  

Fig. 4. An example of a cylinder space for ITC segmentation. (a) The cylinder space for an individual tree using CR and CBH as parameters. (b) All the points in a 
cylinder with a 3 m radius. (c) The points classified as Pdominant. (D) The rest of points. 
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Fig. 5. The voxels generated after equiangular sectorial voxelization, and “crown rings” for testing the symmetrical structure. (a) A 4 × 3 × 12 voxel space. (b) A 1 ×
3 × 12 voxel space, equal to one horizontal layer with height vz. (c) A 1 × 2 × 1 voxel space. (d) A “crown ring” (the space between the yellow lines) of a certain 
diameter and height. (e) A “crown ring” with 12 empty or occupied (indicated by blue dots) voxels. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 

Fig. 6. Two examples of the symmetry curve (a-1, b-1), smoothed symmetry curve (a-2, b-2) and clipping curve (a-3, b-3), with (Ru,Hu) (upper red stars) and (Rl,Hl) 
(lower red stars). (a) An example of a pine with a funnel space. (b) An example of a spruce with a cylindrical space. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 
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from the position of the treetop as a horizontal symmetrical center. In 
step 1.1, we defined seed S from the local maxima of nDSM (TCHM). 
However, seed S may contain local maxima caused by tall branches 
(denoted as false treetops, Fig. 7). Therefore, a subset Sp = {sm}m=1

M was 
created for true treetops, and tree positions and heights were derived 
only from the true treetops, Sp. We determined a seed as Sp if (1) there 
was less than 50% zero R among the upper 1/3 tree height (for T-shaped 
trees); or (2) there was less than 50% zero R among the lower 1/2 tree 
height (for A-shaped trees). 

Step 1.5 Detection of CR and CBH from symmetry curves 
The symmetry curves were first smoothed, and from the curves, CR 

was determined as point (Ru,Hu), and CBH as (Rl,Hl) (Fig. 6 a-2, b-2). 
This process was achieved using the following settings. 

• Smoothing the symmetry curve. First, we replaced the local mini-
mum and maximum values at different heights with the averaged 
values of the nearest neighbors, and then replaced zero values at 
different heights with the averaged values of nonzero neighbors. The 
curve was then smoothed using a Gaussian filter.  

• Point (Ru,Hu) was taken to determine the radius of the upper crown. 
Detection began from the largest H values and continued towards the 
lower H values along the curve. The value of (Ru,Hu) was fixed at the 
first point when R no longer increased more than Ths from Hi to Hi+1, 
and Ru represented the radius of the symmetrical crown. Ths was set 
as 0.5 times the voxel size, i.e. 0.25 m in this study.  

• Point (Rl,Hl) was at the lower part of the curve, indicating the lower 
edge of a tree crown with a height of Hl and a radius of Rl. Detection 
continues from Hu to a lower H, until the first local minimum R 
emerges, with the value (Rl,Hl). If Rl = 0, the lower edge of the tree 
crown has been reached and there is only the stem under Hl. If Rl ∕= 0, 
a crown might exist under Hl. To avoid the influence of a subtle local 
minimum R, the point (Rl,Hl) continues down the curve until R no 
longer increases more than Ths (0.25 m) from Hi to Hi+1. If there is no 
local minimum for R, i.e. R keeps increasing or stays the same from 
Hc to 0, then we set Hl = 0, and Rl equals the largest R from Hc to 0. 

Step 1.6 Creation of the clipping space 
For each treetop, a clipping curve (Fig. 6 a-3, b-3) was created to 

include the space for the individual tree according to the (Ru,Hu) and 
(Rl,Hl) values. Laser points inside the clipped space were classified as 
Pdominant (Fig. 6). A voxel (h, r,q) was included in the clipped space if r ≤
f(h). We determined a tree as an A-shaped tree when Hl = 0 or Ru ≤ Rl, 
and otherwise as a T-shaped tree. Two types of clipping space were 
designed, as: 

① A funnel space for a T-shaped tree, with the clipping curve as Eq. 
(5): 

f(Hi) =

{
max(Ru,Rl) + ε,Hi ≥ Hl + ε
max( Rl, θ) + ε,Hi < Hl + ε (5)  

where ε = 2 voxels (1 m) and θ = 1 voxels (0.5 m) for our dataset. The 
value of ε was selected to include asymmetrical branches and the value 
of θ was selected to include points on the stems. The stems were usually 
asymmetrical with the local maxima of nDSM as the horizontal center, 
thus we set θ to include the points of stems even if they were not visible 
in the symmetry curves. 

② A cylindrical space for an A-shaped tree, clipped by a straight line 
calculated as Eq. (6): 

f(Hi) = max(Ru,Rl)+ ε (6) 

When Hl = 0 or Ru ≤ Rl, no clear stem was detected from the point 
cloud, e.g. a spruce with a tree crown down to the ground. Therefore, the 
space was not clipped for the stem but according to the crown diameters. 

For each treetop, we classified points as Pdominant when they were 
inside the clipping space of the tree (Fig. 8). After point classification, 
those classified as Pdominant from all the treetops were removed from the 
point cloud simultaneously, and the rest of the points were denoted as 
Prest. Prest contained laser points that belonged to the low vegetation 
(denoted as Plow) and points from asymmetrical branches of dominant 
trees that were outside the clipping space (i.e. false negative points, Pfn). 

3.1.2. Clustering of low vegetation 
The main design of this step was to (1) cluster point clouds that 

belonged to the same trees using Mean Shift Clustering, and (2) remove 
clusters of Pfn. 

Step 2.1 Mean Shift Clustering 
The mean shift algorithm is a procedure for locating the maxima of a 

density function. It is a widely used algorithm for clustering point clouds 
in ITC segmentation using 3-D discrete data. We used a flat kernel and 
set the bandwidth to 1 (Thbw). With this bandwidth, the algorithm 
performed well for grouping Plow and Pfn into different clusters, but 
could cause over-segmentation of Plow. Over segmentation of Plow usu-
ally occurred when the trees had several layers of branches within their 
crowns, appearing as several clusters in the vertical plane for a single 
tree. Therefore, we merged clusters that had centers close to each other 
in the (x, y) plane. To achieve this, we used the 2-D Mean Shift algorithm 
for the (x, y) values of the cluster centers. Two clusters were merged 
when their centers had a height difference smaller than Thhd. We set 
Thhd as 0.3 m. 

Step 2.2 Determination of true/false tree clusters 
The clusters were classified as low vegetation when the clusters met 

the following conditions. 

Fig. 7. An example of false treetops.  
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• zmin < Thn × zmax, where zmin and zmax are the minimum and 
maximum z values of one cluster, respectively. This condition 
removes most of the Pfn that correspond to branches of individual 
trees. We set Thz = 2

3.  
• The area of one cluster projected to the horizontal plane is larger 

than Tha. We calculated this area by computing the two-dimensional 
convex hull of all the points in one cluster. We set Tha as 1 m2. This 
condition removed most of the Pfn that belonged to stems.  

• The number of points divided by the three-dimensional volume is 
larger than Thn. We used 0.5 m voxels to represent the volume. We 
set Thn to 20 for ALS + TLS and TLS data, and 5 for ALS data. 

We also removed clusters with maximum heights lower than 1 m, 
because they were difficult to validate by visual interpretation. We only 
validated the accuracy for vegetation higher than 1 m. Points in the 
clusters were classified as Plow. Tree positions (cluster center) and 
heights (maximum heights of the points) were derived from the clusters 

Fig. 8. Two examples of classifying Pdominant. (a) Point clouds of a pine. (b) Point clouds of a spruce. (1–3) Side view of the Ptarget, Pdominant and the rest of the points, 
respectively. (4–6) Top view of the Ptarget, Pdominant and the rest of the points, respectively. 

Fig. 9. Point clouds for an example plot. (a) The ALS +
TLS data from a 20 × 20 m plot with a 5 m buffer. (b) Prest 
obtained after Step 1.6. (c) The final Pdominant set after Step 
2.2. (d) The final Plow in the third layer. White circles 
represent tree positions as measured by the field in-
ventory. Red triangles represent true treetops, Sp. Red 
squares and circles represent the second- and third-layer 
tree positions detected by the algorithms, respectively. 
(For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this 
article.)   
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of Plow. Trees detected from 3.1.1 and 3.1.2 were trees detected in the 
entire plots (Fig. 9). 

To improve the visual interpretation during the validation, we added 
another step to reclassify points of subdominant trees from Plow to Pdo-

minant according to height. Following the steps in 3.1.1, the treetops of 
subdominant trees were not detected as local maxima, thus they were 
classified as Plow. We reclassified the points as Pdominant if the corre-
sponding clusters had points in the second layer that corresponded to 
subdominant trees. After this reclassification, errors in understory-tree 
detection were easier to detect by visual interpretation of the third- 
layer trees, with third-layer trees in Pdominant as omission errors and 
over-segmentation in Plow as commission errors. 

3.2. Validation 

The field inventory only measured trees with a DBH ≥ 4 cm, while 
the new algorithm could detect smaller trees. We used the different 
methods to compare the performance between the first two layers and 
the third layer. Trees in the first two layers were validated by matching 
with the field inventory data, while the third-layer trees were validated 
by visual interpretation of the point cloud. 

3.2.1. Matching with reference data 
To validate the detection accuracy, tree positions derived from laser 

data (laser-trees) were matched to the field measurements (field-trees). 
The laser-trees were first linked to all possible field-trees within a 3 m 
distance and with a height difference smaller than 5 m. All the possible 
linked pairs were then sorted by distance. Pairs with smaller distances 
were prioritized for retention, unless a tree was already linked to 
another tree by an even smaller distance. The numbers of true positives 
(TP), false negatives (FN), and false positives (FP) were counted. TP 
represented the matched laser-trees/field-trees, FN the unmatched field- 
trees (omission error), and FP the unmatched laser-trees (commission 
error). The detection rate (DRA) for all trees was calculated to show how 
many field-trees could be detected by the algorithm, using Eq. (7). We 
also calculated the DR of the first (DR1), second (DR2), and third (DR3) 
layers, respectively, to highlight any differences in performance be-
tween the layers. The recall (R), precision (P), and F-scores (F) were 
calculated for the first- and second-layer trees using Eqs. (8)–(10). Un-
matched laser-trees in the third layer could relate to unmeasured small 
trees in the reference data, so the third-layer trees had to be excluded to 
calculate P. 

DRA,1,2,3 =
TP

TP + FN
(7)  

R =
TP

TP + FN
(8)  

P =
TP

TP + FP
(9)  

F = 2×
R × P
R + P

(10)  

3.2.2. Visual interpretation of the low vegetation 
The validation of third-layer trees was conducted by visual inter-

pretation of the point cloud. We counted the number of clusters, as: 
N1 = Number of undetected trees in Pdominant, caused by an error in 

the symmetry curve (Step 1.5). N1 corresponded to the creation of too 
much space for the dominant trees, therefore including under-growth. In 
this case, the estimated CR was larger or the estimated CBH lower than 
the true value, which misclassified Plow as Pdominant. Fig. 10 C1 illustrates 
an example of this. 

N2 = Number of undetected third-layer trees in Pdominant, caused by 
errors in clustering (Step 2.2). 

N3 = Number of false clusters in Plow, caused by errors in the sym-
metry curve (Step 1.5). N3 corresponded to the creation of too little 
space for the dominant trees, excluding the branches. In this case, the 
estimated CR was smaller or the estimated CBH higher than the true 
value, which misclassified Pdominant into Plow. Some of these clusters 
could be reclassified as Pdominant in step 2.2, while the rest became false 
clusters in Plow. Fig. 10 C3 illustrates an example of this. 

N4 = Number of over-segmented clusters, caused by errors in clus-
tering (Step 2.1). 

N5 = Number of under-segmented clusters, caused by errors in 
clustering (Step 2.1, Fig. 10 C2). 

Ne = Number of laser-trees in the third layer. 
Because of the limitations of visual interpretation, we did not count 

clusters with an area obviously less than 1 × 1 × 1 m3. This was 
consistent with the condition set in Step 2.2. The algorithm had the 
capacity to detect trees smaller than 1 × 1 × 1 m3, but the visual 
interpretation of such small trees was difficult and could lead to a biased 
validation; thus they were excluded. From the counted numbers, we 
calculated the omission error (OE), commission error (CE), true number 
of third-layer trees (Na), bias in number of detected trees (Bias), and 
root-mean-square error (RMSE), using Eqs. (11)–(15): 

OE = N1 +N2 +N5 (11)  

CE = N3 +N4 (12) 

Fig. 10. Examples of possible errors in the algorithm. (a). Pdominant with z < 4 m. (b). Plow. Red triangles, squares, and circles represent positive seeds, and the second- 
and third-layer tree positions detected by the algorithm, respectively. C1 is an example of undetected third-layer trees in the Pdominant. C2 is an example of under- 
segmentation of the clusters. C3 is an example of clusters belonging to branches of dominant trees. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 
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Na = Ne +OE − CE (13)  

Bias = Ne − Na (14)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n
k=1(Ne − Na)2

n

√

(15) 

We also represented the performance of the new SSD algorithm using 
the classification accuracy between Pdominant and Plow at the individual- 
tree level (CA), using Eq. (16): 

CA = 1 −
N1 + N3

Number of positive seeds
(16) 

Because of the workload of visual interpretation, we only validated 
121 plots selected by systematic sampling. Plots with the same species 
composition category (S-1 to S-6), density category (D-1 to D-3), and 
layer category (L-1 to L-5) were regarded as the same group. At most, 
three plots were randomly selected from each group if there were more 
than three plots in the group. We conducted a visual validation of the 
121 plots for the ALS + TLS data, and calculated OE, CE, CA, Bias and 
RMSE. For the TLS and ALS data, only the number of third-layer trees 
was validated, by a comparison of Na, and then Bias and RMSE were 
calculated. 

3.2.3. Method comparison and sensitivity analysis 
We compared the results from the SSD algorithm with those from a 

commonly used algorithm (Wang et al., 2016; Kaartinen et al., 2012), i. 
e. local maxima detected from the nDSM. The latter is a simple and 
commonly used method for finding tree locations (Matsugami, 2012; 
Khorrami et al., 2018; Ma et al., 2021), and is also widely used as the 
first in a series of algorithms to improve segmentation, e.g. followed by 
k-means clustering (Morsdorf et al., 2003), watershed segmentation 
(Zhang et al., 2014), template matching (Huo and Lindberg, 2020), and 
Silva2016 (Silva et al., 2016) implemented in the lidR package. As with 
the SSD algorithm, initially local maxima of the nDSM were detected, 
then, in subsequent steps, false treetops were removed and understory 
trees detected by testing symmetry structures. Comparing the SSD al-
gorithm and local maxima detection highlighted potential improve-
ments for later steps in the SSD algorithm. The detected trees were 
matched with the field reference data and the DRA, 1, 2, 3 calculated. 

We then conducted a sensitivity analysis to see whether changing the 
parameter settings altered the accuracy of the results, and tested 
whether the performance depended on using optimized parameters. The 
parameter values were changed one at a time, and the detection rates 
determined by matching the field reference data and the numbers of 
detected third-layer trees. The sensitivity analysis was not used for 
parameter tuning, so the results from 3.2.1 and 3.2.2 were not updated 
to the best possible results derived from the sensitivity analysis. 

4. Results 

Figs. 11 and 12 illustrate examples of the segmentation results. 

4.1. ITC segmentation of trees with DBH ≥ 4 cm 

When averaging all the plots, the framework achieved a value of 0.87 
for DRA when using ALS + TLS data, 0.86 DRA when using TLS data, and 
0.76 DRA when using ALS data. Similar to other ITC segmentation al-
gorithms, the detection rates decreased when plots had higher densities 
and more vertical layers (Table 4). The performance of TLS data was the 
same or slightly lower than ALS + TLS data for the different categories. 
DR for the ALS data was obviously lower than the other two datasets, 
while P showed the opposite trend. This implied that ALS detection 
yielded higher omission errors but lower commission errors than ALS +
TLS and TLS. 

The detection rates were compared between plots with different 
complexities in the vertical layers (Fig. 13). The SSD algorithm exhibited 
the lowest DR in the second layer, and the highest in the third layers, 
especially in ALS data. The detection of third-layer trees was similar 
among L-3, L-4, and L-5. This implied that the proportion of trees in the 
third layer did not influence detection rates significantly. Compared 
with ALS + TLS and TLS data, ALS data showed obvious lower DR values 
in the second layer, but only slightly smaller DR values in the third-layer 
trees. Compared with the local maximum detection method (Fig. 13), 
the SSD algorithm was superior in detecting second- and third-layer 
trees. 

4.2. ITC segmentation of third-layer trees 

Visual interpretation was carried out for 121 sampled plots using 

Fig. 11. Examples of low vegetation segmentation (a – b). Gray dots represent the point clouds of dominant trees, and the colored dots clusters of low vegetation.  
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ALS + TLS data. The average RMSE was 3.0 trees (19% relative RMSE). 
The Bias of each plot had a distribution of − 5 to 10 trees, with an 
average of 0.6 ± 2.3 trees (3% ± 14%). The Bias was independent of the 
actual number of third-layer trees in the plots (Fig. 14). Plots with 
different stem densities and vertical structures had similar Bias, while 
spruce plots (S-2) yielded obvious over-estimations compared with the 
other plots (Table 5). The relative RMSE for TLS data was 21%, which 
was slightly higher than for ALS + TLS data. Using ALS data resulted in a 
− 14% Bias and 39% RMSE, indicating an obvious under-estimation of 
the third-layer trees; the under-estimation was more severe with larger 
stem densities. 

From the 121 plots sampled for third-layer validation, we obtained 
4843 positive seeds from the ALS + TLS data for classifying Pdominant and 
Plow; 232 of these had errors that led to the over- or under-estimation of 
the third-layer trees, i.e. a classification accuracy (CA) of 95%. CA was 
independent of stem density, slightly influenced by the complexity of the 
vertical structure, and significantly influenced by species composition 
(Table 5). The pure pine plots (S-1) had the highest CA values (98%), 
while the pure spruce plots (S-2) had the lowest CA values (91%). 

The detection using TLS data performed similarly to ALS + TLS data 
in general (Table 6). TLS data yielded slightly higher Bias and RMSE 
than ALS + TLS data, and was also influenced by the species composition 
but not density or layers. ALS data illustrated obvious under-estimations 
of the third-layer trees (Table 6). 

The sensitivity analysis involved changing the parameter values one 
at a time (Appendix C). Even with relatively large value discrepancies, 
only two parameters changed the performance significantly: (1) a voxel 
size smaller than 0.5 m, 0.5 m, and 30◦ for the TLS and ALS + TLS data 
(reasons for which are suggested in the discussion), and (2) a θ value of 
0 in Eq. (5). θ in Eq. (5) was used to classify the points of stems as 
dominant trees even though they might not be symmetrical, and thus θ 
could not be set to 0. We used θ = 1 voxels (0.5 m) for the study, and 
using θ = 2 voxels (1 m) in the sensitivity analysis produced similar 
results. All other parameter values resulted in detection rates changing 
from − 0.11 to 0.07 compared with the default settings. This suggested 
that using optimal parameters was not crucial for the SSD algorithm’s 
performance. 

5. Discussion 

We have presented an ITC segmentation framework for accurate 
understory-tree identification. The key technique is the SSD algorithm 
for segmenting point clouds of dominant trees and low vegetation. The 
space was divided into sectorial voxels and a symmetry curve was drawn 
from rings with different radii (“crown rings” in Fig. 5d and e). Points 
inside the voxels in the symmetry curve were defined and removed from 
the point cloud. This step not only reduced the computation needed for 
later clustering, but was also better at distinguishing lower branches of 

Fig. 12. Examples of Pdomintant/Plow separation. (a) A point cloud of the whole plot. (b) A point cloud of low vegetation.  

Table 4 
Average DRA, R, P and F values for different categories of data.  

Attribute Category* ALS + TLS TLS ALS 

DRA R P F DRA R P F DRA R P F 

Density D-1 0.93 0.93 0.83 0.88 0.93 0.93 0.83 0.88 0.86 0.85 0.92 0.88 
D-2 0.87 0.88 0.89 0.89 0.86 0.87 0.88 0.87 0.75 0.75 0.94 0.84 
D-3 0.78 0.80 0.93 0.86 0.78 0.80 0.93 0.86 0.63 0.63 0.94 0.76 

Layers L-1 0.97 0.97 0.91 0.94 0.97 0.97 0.89 0.93 0.82 0.82 0.98 0.89 
L-2 0.94 0.94 0.87 0.90 0.93 0.93 0.85 0.89 0.82 0.82 0.93 0.87 
L-3 0.86 0.86 0.91 0.88 0.85 0.86 0.90 0.88 0.72 0.72 0.96 0.82 
L-4 0.84 0.85 0.89 0.87 0.84 0.85 0.89 0.87 0.73 0.73 0.94 0.82 
L-5 0.78 0.80 0.82 0.81 0.80 0.82 0.82 0.82 0.74 0.72 0.86 0.79 

Species S-1 0.95 0.96 0.92 0.94 0.94 0.94 0.92 0.93 0.81 0.81 0.96 0.88 
S-2 0.87 0.87 0.77 0.81 0.86 0.86 0.75 0.80 0.79 0.80 0.86 0.83 
S-3 0.83 0.84 0.89 0.86 0.84 0.84 0.88 0.86 0.69 0.69 0.92 0.79 
S-4 0.85 0.85 0.82 0.84 0.85 0.85 0.83 0.84 0.78 0.76 0.90 0.82 
S-5 0.79 0.82 0.93 0.87 0.79 0.81 0.92 0.86 0.70 0.71 0.96 0.82 
S-6 0.81 0.82 0.90 0.86 0.82 0.84 0.90 0.87 0.69 0.69 0.96 0.80 

All plots 0.86 0.87 0.83 0.84 0.86 0.87 0.82 0.84 0.75 0.75 0.89 0.80  

* Definitions of the different categories are given in Tables 1–3. 
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dominant trees and smaller trees, compared with clustering points for 
whole plots. 

In the process of detecting symmetrical structures, an equiangular 
sectorial voxelization was carried out to generate voxels 0.5 m in height, 
0.5 m in width, and with a 30◦ intersection angle between the voxel 
borders. This voxelization also reduced the computation time signifi-
cantly. The scale of symmetry was important for the algorithm. Theo-
retically, a smaller voxel size could improve the accuracy of CR and 
CBH, but, in practice, it can also make the symmetry curve more sen-
sitive to the asymmetrical branches inside a tree crown. For example, 

0.5 m voxels can be used to describe the crown, which is symmetrical, 
but 0.1 m voxels would describe the individual branches, which may not 
be symmetrical. The sensitivity analysis (Appendix C) also showed that a 
smaller voxel size required more symmetry for a tree crown to be 
detected, resulting in more points being determined as unsymmetrical 
and classified as low vegetation. 

Similar to other ITC segmentation algorithms (Wang et al., 2016), 
the detection accuracies of the SSD algorithm decreased with increasing 
stem density and more vertical layers. Species composition also influ-
enced the performance, and Bias was larger for plots with spruce rather 

Fig. 13. Detection rates of plots with different numbers of layers by SSD detection (a, b, c) and local maximum detection (d, e, f). (a, d) Detection using ALS + TLS 
data. (b, e) Detection using TLS data. (c, f) Detection using ALS data. 

Fig. 14. Estimation bias and actual number of trees in plots from different categories. (a) Density classes. (b) Layer classes. (c) Species classes.  
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than pine and deciduous trees. Compared with pine and birch (T-shaped 
trees), spruce trees have more asymmetrical branches closer to the 
ground (A-shaped trees), which is more challenging to distinguish from 
understory trees. We therefore applied two types of clipping curve based 
on the symmetrical radius, generating a funnel (Fig. 6a-3) or cylindrical 
(Fig. 6b-3) space for the dominant trees. A funnel space was more 
common for trees with a clear crown base above the ground or low 
vegetation, while a cylindrical space was found almost exclusively for 
spruces with branches close to the ground. For the funnel space, CBH 
accuracy was the key factor that influenced the detection of understory 
trees, while CR accuracy influenced the detection of subdominant trees, 
but not the understory trees. Only when a cylindrical space was gener-
ated did the accuracy of CR influence the detection of understory trees, 
because no understory trees could be detected within the CR. An under- 
estimated CR would also exclude branches from dominant trees. When 
these excluded branches were close to the ground, they were detected as 
understory trees. For this reason, a bigger positive Bias was found for 
third-layer trees in the spruce stands than plots with other tree species. 

Comparing results from the SSD algorithm and local maxima detec-
tion (Fig. 13), the SSD algorithm improved the detection in two ways. 
(1) False treetops were excluded from the seeds by testing the symmetry 
curve, which lowered the CE. (2) Subdominant trees, especially trees 
standing close to dominant trees, whose treetops were not detected as 
local maxima from the nDSM, could be separated from the dominant 
trees because their crowns were not part of the symmetrical crowns of 
the dominant trees. They could then be detected in Step 2, which 

improved the DR of the subdominant trees. Nevertheless, the detection 
of second-layer trees still yielded lower DR values compared with other 
layers. Other algorithms could be used to improve this, for example, 
segmenting Pdominant values for individual trees again using k-means 
clustering. 

We tested the framework on ALS + TLS, TLS and ALS data, and the 
results illustrated the relative robustness of the different scanning 
datasets. Compared with ALS + TLS data, TLS data exhibited almost the 
same or slightly lower accuracy of ITC segmentation. For the TLS data, 
many high branches were detected as local maxima because of the low 
point density of the treetops. Merging ALS data with the TLS data made 
the treetops more distinct in the point cloud, which decreased the error 
in Step 1.1. However, as mentioned above, testing the symmetry curve 
(Step 1.4) compensated for false treetops, which decreased the differ-
ence between ALS + TLS and TLS data. This also illustrates that the SSD 
algorithm was sufficiently robust to tolerate seeds that were not 
centered exactly in the crowns. ALS showed a lower capacity to detect 
second-layer trees than TLS data, but the detection of large third-layer 
trees (DBH ≥ 4 cm) was similar to the TLS data. When detecting even 
smaller trees (DBH < 4 cm), in general ALS data yielded a negative Bias, 
on average − 2.4 trees per 20 m plots. When only counting plots with Na 
> 20, the average Bias was − 11.6%, which can be considered a high 
detection accuracy. 

Although ALS data yielded an under-estimation of low vegetation, it 
is still the preferred method for large area implementation compared 
with TLS data. Previous studies have proposed different solutions for 

Table 5 
ITC segmentation results for third-layer trees from ALS + TLS data.  

Attribute Category Na [trees/ha] CA [%] OE CE Bias RMSE 

[trees/ha] [%] [trees/ha] [%] [trees/ha] [%] [trees/ha] [%] 

Density D-1 322 95 14 4 33 4 16 5 57 18 
D-2 400 94 24 6 44 6 20 5 88 22 
D-3 528 95 34 6 36 6 11 2 80 15 

Layers L-1 225 97 25 11 25 11 0 0 57 25 
L-2 113 95 13 12 42 12 33 29 83 73 
L-3 325 96 20 6 29 6 11 3 54 17 
L-4 485 94 24 5 48 5 22 4 96 20 
L-5 665 94 35 5 36 5 7 1 69 10 

Species S-1 206 98 23 11 6 11 − 18 − 9 39 19 
S-2 223 91 11 5 84 5 88 39 109 49 
S-3 375 95 14 4 43 4 32 9 75 20 
S-4 683 96 30 4 20 4 − 16 − 2 89 13 
S-5 407 93 28 7 43 7 21 5 60 15 
S-6 513 95 39 8 45 8 7 1 60 12 

All plots 391 95 24 6 38 10 17 4 73 19  

Table 6 
ITC segmentation results for third-layer trees from TLS and ALS data.  

Attribute Category Na [trees/ha] TLS ALS 

Bias RMSE Bias RMSE 

[trees/ha] [%] [trees/ha] [%] [trees/ha] [%] [trees/ha] [%] 

Density D-1 322 30 9 72 22 17 5 128 40 
D-2 400 9 2 99 25 − 86 − 21 146 36 
D-3 528 24 4 82 16 − 120 − 23 219 42 

Layers L-1 225 25 11 60 27 − 25 − 11 64 29 
L-2 113 27 24 71 63 − 3 − 3 83 73 
L-3 325 19 6 67 21 − 72 − 22 152 47 
L-4 485 15 3 101 21 − 96 − 20 181 37 
L-5 665 30 5 96 14 − 30 − 5 216 32 

Species S-1 206 − 6 − 3 43 21 − 48 − 23 82 40 
S-2 223 83 37 119 53 − 61 − 27 122 55 
S-3 375 26 7 74 20 − 78 − 21 181 48 
S-4 683 − 1 0 108 16 − 64 − 9 207 30 
S-5 407 25 6 69 17 − 33 − 8 166 41 
S-6 513 20 4 72 14 − 73 − 14 197 38 

All plots 391 23 6 81 21 − 55 − 14 153 39  
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characterizing understory vegetation using ALS and TLS. Instead of 
investigating segmentation and positioning, most studies have estimated 
the coverage of the understory layer using regression models based on 
ALS metrics (Martinuzzi et al., 2009), with relatively sparse discrete 
return data (Wing et al., 2012; Morsdorf et al., 2010; Hill and Broughton, 
2009) or full-waveform data (Crespo-Peremarch et al., 2018). Wing 
et al. (2012) and Morsdorf et al. (2010) also designed a step to classify 
points from different vegetation strata. In both of those studies, the 
classification was based on the LiDAR intensity, while we have used the 
morphology of the dominant trees. 

The aim of this study was low vegetation segmentation, thus CR and 
CBH validation was not carried out. Future research could test and 
improve CR and CBH estimation, which would be useful for wood 
quality evaluation. As well as CR and CBH, other information could be 
calculated from the symmetry curve, e.g. tree species and crown profile. 
The pines and spruces showed different types of symmetry curves 
(funnel and cylindrical space); a preliminary classification of pines and 
spruces could therefore be achieved by measuring characteristics from 
the symmetry curve. Quantifying the diversity of forest structure is 
another aspect that could be developed further. At the individual-tree 
level, indices showing the variety of crown heights and shapes could 
be calculated from the symmetry curves. At the stand level, ecological 
indicators could be obtained, e.g. the complexity of the vertical canopy 
layers, the distribution of trees in horizontal space, and competition 
between individual trees and species. The proposed framework could 
also be used to generate maps indicating the ecological value of forest 
within large areas. 

The SSD algorithm was developed based on the symmetrical struc-
ture of a single tree. We tested its performance on 251 plots in a Swedish 
boreal forest, with variations in stem density, vertical structure, and 
species composition. Studies have shown that crown asymmetry often 
occurs as a result of competitive pressure from surrounding trees (Seidel 
et al., 2011; Olivier et al., 2017). We therefore assumed that there were 
more asymmetrical trees in denser plots. Nevertheless, the commission 
error of SSD detection did not increase with increasing stem densities, 
and we concluded that the SSD algorithm was robust for crown asym-
metry in a boreal forest. In general, deciduous trees are considered more 
plastic and less symmetrical than coniferous trees (Olivier et al., 2017; 
Martín-Sanz et al., 2016), which may lead to an under-estimate for 
crown diameters of dominant trees using the SSD algorithm. Some de-
ciduous trees may not have clear treetops or have multiple treetops, 
which is challenging for ITC segmentation (Wang et al., 2016), espe-
cially when using algorithms involving local maxima, e.g. the SSD al-
gorithm, k-means clustering (Gupta et al., 2010), li2012 (Li et al., 2012) 
and siliva2016 (Silva et al., 2016) in the lidR packages. Our dataset 
included plots with a mix of coniferous and deciduous trees, and the 
accuracy of the SSD algorithm for coniferous-deciduous-mixed plots was 
similar to that for coniferous-only plots. We therefore suggest that the 
SSD algorithm is a robust application for deciduous trees in a boreal 
forest. We assume the SSD algorithm will work well for coniferous trees 

in temperate forests and deciduous trees with a certain degree of 
asymmetry, but further studies are needed to test this assumption using 
datasets from temperate forests. The applicability of the SSD algorithm 
in tropical forests also needs further investigation. 

6. Conclusion 

This study presents a framework for ITC segmentation using laser 
data, to achieve better detection of low vegetation. By implementing and 
validating the algorithm in a boreal forest, we can draw the following 
conclusions. First, the new SSD algorithm, which detects the 3D sym-
metrical structure of individual trees to estimate the crown radius (CR) 
and crown base height (CBH), is an effective method for classifying 
points into dominant and non-dominant trees. The strength of the SSD 
algorithm is the consideration of the symmetry of the trees. This helps 
discriminate high branches from treetops and exclude points of sub-
dominant trees from the dominant trees. Second, the proposed frame-
work performs well among plots with different structures. The detection 
accuracy of trees with a DBH ≥ 4 cm decreased with higher stem den-
sities and more vertical layers in the canopy; the detection accuracy of 
third-layers trees changed less with stem density and vertical 
complexity, but was influenced by tree species (ALS + TLS data). Third, 
the proposed framework can be used with ALS + TLS, TLS, and ALS data. 
Similar detection rates were achieved with TLS and ALS + TLS data, 
regarding detection accuracy and influencing factors. ALS data achieved 
lower detection rates for both second and third layers, and the accuracy 
was lower with higher stem densities. 

The proposed framework can achieve ITC segmentation of trees in 
both dominant and understory layers. It can also achieve ITC segmen-
tation in boreal forests with various complexities of structure and spe-
cies composition, and from both TLS and ALS data. The SSD algorithm 
for detecting symmetrical structures in the trees is the key to achieving 
this ITC segmentation. The possible applications of the proposed 
framework include estimating forest structure complexity and ecolog-
ical value. The SSD algorithm could be developed further, e.g. for tree 
species classification, and accurate estimation of CR and CBH, which 
could help evaluate wood quality. 
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Appendix A. Abbreviation used in this study  

Abbreviations and symbols Meaning 

SSD The symmetrical structure detection algorithm 
ITC Individual tree crown 
CR Crown radius 
CBH Crown base height 
T-shaped tree A tree with a clear stem shown on the symmetry curves (Fig. 6a as an example) 
A-shaped tree A tree with a symmetrical crown to the ground (Fig. 6b as an example) 
Pdominant Laser points of dominant trees 
Plow Laser points of low vegetation 
Pall Laser points of the plot 
Prest The rest of the laser points in a plot after removing the detected Pdominant 

(continued on next page) 
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(continued ) 

Abbreviations and symbols Meaning 

Pfn The laser points of dominant trees that were unsuccessfully classified (false negative points). 
TCHM The 3D coordinates of the local maxima from the smoothed nDSM 
S Seed points 
PTarget The laser points that were used for testing the symmetry structure of a tree 
Vij The set of the voxels of a ‘crown ring’. The voxels have coordinates h = Hi and r = Rj 
(RJ,Hi) The symmetry curve for a tree with RJ as the radius of the symmetrical crown at height Hi. 
(Ru,Hu) The crown radius Ru at the upper crown with height Hu 
(Rl,Hl) The crown radius Rl at the lower/base of the crown with height Hl 
Sp The subset of S that were determined to be true treetops  

Appendix B. Parameters in the SSD algorithm and the default parameter values  

Step Parameter Physical meaning Default values 

Step 1.1 Definition of target point clouds 
from individual trees 

Thhs A local maximum was set as a seed if the height is higher than Thhs × Max ({zk}k=1
K) 1/3 

Thd A laser point was included in calculating the symmetry curve of a tree if the horizontal distance to the 
seed is no larger than Thd. Set according to the largest possible crown radius 

3 m 

Step 1.2 Equiangular sectorial 
voxelization 

vd, vz and 
vα 

The voxel size in the voxelization vd = 0.5 m 
vz = 0.5 m 
vα = 30◦

Step 1.3 Plotting the symmetry curve Thv A “crown ring” Vij was determined as a symmetrical one if more than Thv (%) of the voxels in Vij were 
occupied. 

75% 

Step 1.5 Detection of CR and CBH from 
symmetry curves 

Ths The value of (Ru,Hu) and (Rl,Hl)was fixed when R no longer increased more than Ths × voxel size from 
Hi to Hi+1 

1/2 

Step 1.6 Creation of the clipping space ε and θ ε is designed to include asymmetrical branches and θ for the asymmetrical stems. ε = 2 voxels 
θ = 1 voxel 

Step 2.1 Mean Shift Clustering for low 
vegetation 

Thhd Two clusters were not merged when their centers had a height difference larger than Thhd 0.3 

Step 2.2 Determination of true/false tree 
clusters 

Thz A true tree cluster had zmin < Thz × zmax, where zmin and zmax are the minimum and maximum z values 
of one cluster 

0.67 

Tha A true tree cluster had a projected area larger than Tha 1 m2 

Thn A true tree cluster had the number of points divided by the three-dimensional volume larger than Thn 20 (ALS + TLS 
and TLS), 
5 (ALS)  

Appendix C. Sensitivity analysis of the SSD algorithm  

Step Parameter Setting ALS + TLS TLS ALS 

DRA DR1 DR2 DR3 N* DRA DR1 DR2 DR3 N* DRA DR1 DR2 DR3 N* 

Step 1.1 Definition of 
target point clouds 
from individual trees 

Thhs 1/4 0.86 0.91 0.78 0.79 21.2 0.86 0.90 0.79 0.80 20.7 0.76 0.82 0.65 0.72 17.7 
1/3 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.78 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
1/2 0.86 0.91 0.76 0.78 21.1 0.86 0.90 0.79 0.79 20.8 0.76 0.83 0.65 0.70 19.0 

Thd 2.5 m 0.85 0.88 0.78 0.80 22.6 0.85 0.88 0.78 0.81 22.4 0.76 0.81 0.66 0.72 18.7 
3 m 0.87 0.91 0.79 0.78 21.2 0.87 0.91 0.79 0.78 21.2 0.76 0.82 0.65 0.71 18.4 
3.5 m 0.83 0.87 0.75 0.78 21.8 0.83 0.87 0.75 0.77 21.7 0.76 0.83 0.65 0.69 17.5 

Step 1.2 Equiangular 
sectorial voxelization 

vd, vz and 
vα 

0.4 m, 
0.4 m, 
24◦

0.88 0.89 0.84 0.85 25.0 0.87 0.88 0.84 0.83 25.9 0.64 0.62 0.64 0.77 20.1 

0.5 m, 
0.5 m, 
30◦

0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 

0.6 m, 
0.6 m, 
36◦

0.86 0.92 0.76 0.77 20.5 0.86 0.92 0.77 0.77 21.3 0.80 0.89 0.68 0.66 16.2 

Step 1.3 Plotting the 
symmetry curve 

Thv 60% 0.86 0.91 0.77 0.76 21.2 0.85 0.90 0.77 0.76 21.3 0.76 0.82 0.66 0.72 18.2 
67% 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
75% 0.86 0.89 0.78 0.79 22.6 0.85 0.88 0.76 0.80 22.4 0.68 0.71 0.63 0.75 19.1 

Step 1.5 Detection of CR 
and CBH from 
symmetry curves 

Ths 0.4 0.86 0.89 0.77 0.80 22.4 0.85 0.88 0.78 0.81 22.5 0.68 0.71 0.63 0.75 19.3 
0.5 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
0.6 0.86 0.89 0.77 0.80 22.5 0.85 0.88 0.77 0.80 22.4 0.69 0.71 0.63 0.75 19.3 

Step 1.6 Creation of the 
clipping space 

ε and θ 1, 0 0.89 0.92 0.83 0.83 24.9 0.88 0.90 0.83 0.84 25.0 0.70 0.72 0.64 0.76 20.0 
2, 1 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
3, 2 0.85 0.89 0.75 0.75 20.1 0.84 0.88 0.76 0.77 20.3 0.68 0.71 0.62 0.72 18.2 

Step 2.1 Mean Shift 
Clustering for low 
vegetation 

Thbw 0.8 0.86 0.91 0.78 0.76 22.9 0.85 0.90 0.77 0.78 22.7 0.75 0.82 0.63 0.69 18.1 
1 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
1.2 0.85 0.91 0.76 0.72 18.6 0.84 0.90 0.76 0.74 18.4 0.77 0.83 0.67 0.72 17.2 

Thhd 0.2 m 0.85 0.91 0.76 0.77 21.4 0.85 0.89 0.76 0.76 21.4 0.73 0.80 0.60 0.69 17.4 
0.3 m 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
0.4 m 0.86 0.91 0.76 0.76 21.1 0.85 0.90 0.77 0.76 20.9 0.78 0.84 0.67 0.73 18.5 

(continued on next page) 
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(continued ) 

Step Parameter Setting ALS + TLS TLS ALS 

DRA DR1 DR2 DR3 N* DRA DR1 DR2 DR3 N* DRA DR1 DR2 DR3 N* 

Step 2.2 Determination 
of true/false tree 
clusters 

Thz 60% 0.85 0.91 0.76 0.74 20.4 0.84 0.89 0.75 0.75 20.5 0.72 0.80 0.60 0.67 16.2 
67% 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
75% 0.86 0.92 0.78 0.77 21.9 0.86 0.90 0.78 0.77 21.6 0.80 0.85 0.72 0.75 20.8 

Tha 0.8 m2 0.86 0.91 0.76 0.77 22.3 0.85 0.90 0.78 0.77 22.1 0.76 0.82 0.65 0.73 19.6 
1 m2 0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 
1.2 m2 0.85 0.91 0.76 0.74 20.1 0.85 0.90 0.76 0.75 20.1 0.75 0.82 0.64 0.71 17.2 

Thn 18**, 
6*** 

0.86 0.90 0.78 0.78 22.0 0.86 0.91 0.77 0.76 22.0 0.77 0.83 0.67 0.76 19.4 

20**, 
5*** 

0.87 0.91 0.79 0.78 21.2 0.86 0.90 0.79 0.79 20.8 0.76 0.82 0.65 0.71 18.4 

22**, 
4*** 

0.86 0.91 0.77 0.78 21.0 0.85 0.90 0.78 0.78 22.3 0.75 0.82 0.64 0.68 16.0  

* Number of detected low vegetation. 
** Parameter values for ALS + TLS and TLS data. 
*** Parameter values for ALS data. 
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