
1. Introduction
The first meter of soil contains the largest global soil organic carbon (SOC) stock (about 1,500 Gt-C, Guo & 
Gifford, 2002; Jobbágy & Jackson, 2000; Scharlemann et al., 2014). This relatively shallow layer has such a 
pivotal role in controlling the global atmospheric CO2 concentration that a loss of 10% of SOC to the atmosphere 
would be equivalent to 30 years of anthropogenic CO2 emissions (Kirschbaum, 2000). A large proportion of those 
SOC losses could stem from wetlands because they cover about 4 to 11.4 million km 2 (Mkm 2) globally (including 
peatlands, forested wetlands, and permanent and seasonal wetlands, Poulter et al., 2017; Schroeder et al., 2015; 
Z. Zhang et al., 2021) and store almost 20% of global soil C (Lal, 2004; Temmink et al., 2022). The stability of 
SOC is well represented by the turnover time τ because it gives a measure of the time scale spent by SOC within 
an ecosystem as a result of trade-offs between C inputs and outputs, and therefore represents the level of activity 
of SOC (Six & Jastrow, 2002).

Wetlands store proportionally large amounts of SOC because permanent or seasonal anoxic conditions keep C 
loss through decomposition at low rates and lengthen the C turnover time τ as compared to other ecosystems. 
However, fast-changing climatic patterns are gradually shifting wetland functioning from a net C sink of atmos-
pheric CO2 to a net C source, raising concern around the destabilization of SOC stock and its repercussions on 
atmospheric CO2 and CH4 concentrations, particularly on the latter, which has a much stronger greenhouse gas 
effect than CO2 (almost 30 times greater over a 100-year timespan).

Abstract Soil Organic Carbon (SOC) turnover τ in wetlands and the corresponding governing processes are 
still poorly represented in numerical models. τ is a proxy to the carbon storage potential in each SOC pool and 
C fluxes within the whole ecosystem; however, it has not been comprehensively quantified in wetlands globally. 
Here, we quantify the turnover time τ of various SOC pools and the governing biotic and abiotic processes in 
global wetlands using a comprehensively tested process-based biogeochemical model. Globally, we found that 
τ ranges between 1 and 1,000 years and is controlled by anaerobic (in 78% of global wetlands area) and aerobic 
(15%) respiration, and by abiotic destabilization from soil minerals (5%). τ in the remaining 2% of wetlands is 
controlled by denitrification, sulfur reduction, and leaching below the subsoil. τ can vary by up to one order 
of magnitude in temperate, continental, and polar regions due to seasonal temperature and can shift from 
being aerobically controlled to anaerobically controlled. Our findings of seasonal variability in SOC turnover 
suggest that wetlands are susceptible to climate-induced shifts in seasonality, thus requiring better accounting of 
seasonal fluctuations at geographic scales to estimate C exchanges between land and atmosphere.

Plain Language Summary Wetlands are the greatest sink of carbon globally. The time spent by 
soil organic carbon within wetlands (called turnover time) in response to hydroclimatic forces is the focus of 
extensive debate. This is the first global-scale assessment that identifies the key drivers of seasonal changes 
in soil organic carbon turnover in wetlands. Our findings suggest a higher vulnerability of carbon stock than 
expected due to seasonal temperature and precipitation changes. Finally, our approach sets the basis to further 
quantify the response against scenarios of climatic changes.
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While C inputs to soil are generally associated with net primary productivity and deposition from surface 
processes, losses can occur via multiple biotic (e.g., aerobic and anaerobic respiration, immobilization) and 
abiotic (e.g., erosion, fires, leaching to deep soil strata, mineral interaction) processes. The simplest and most 
effective approach to estimate τ is to assume the system is in steady-state, that is, constant SOC stock regardless 
of whether it is differentiated by pools and assuming that inputs are equal to losses. With these assumptions, 
τ of various SOC pools in lumped ecosystems (i.e., spatially average representation of the ecosystems pres-
ent in a unit area) have been estimated to range between 10 −2 and 10 3 years (Carvalhais et al., 2014; Z. Luo 
et al., 2019). In particular, low molecular weight dissolved organic carbon (DOC) and free particulate organic 
carbon (FPOC) have τ values ranging between 10 −2 and 10 −1 years (Cotrufo et al., 2019; Dutta & Dutta, 2016; 
Lavallee et al., 2020) and between 10 0 and 10 1 years (Golchin et al., 1994; Lavallee et al., 2020) respectively. In 
contrast, τ of mineral-associated and protected organic carbon (MAPOC) can range between 10 0 and 10 3 years 
(Golchin et  al.,  1994). However, wetlands are relatively complex compared to upland ecosystems because of 
seasonal changes in inundation and, consequently, in redox conditions, microbial activity, and plant processes, 
thus causing variability in heterotrophic and methanogenic respiration rates (Calabrese et  al.,  2021; Hondula 
et al., 2021; Macdonald et al., 1998). These issues suggest that τ of SOC in wetlands may vary substantially 
across seasons.

Here, we hypothesize that τ of SOC in wetlands can dynamically vary across the seasons at a greater ampli-
tude than in other ecosystems that are less affected by seasonality in surface hydrology. We further explore the 
biotic and abiotic processes dynamically affecting the losses from C pools in wetlands to identify the processes 
controlling the seasonality of τ across climatic regions.

To test our working hypothesis, we estimate τ of various organic C pools (particulate, dissolved, and mineral 
associated) in wetlands using a spatially and temporally explicit dynamic model, BRTSim-BAMS4 (Biotic and 
Abiotic Model for SOM version 4, Pasut et al., 2021), that has been tested against wetland CH4, CO2, and N2O 
flux tower emissions, and benchmarked to bottom-up and top-down global and regional emission modeling stud-
ies (Chang et  al.,  2021) and C sequestration rates (Pasut et  al.,  2021). We compute τ with a new approach 
(Section 2) that extends the framework in Six and Jastrow (2002). Specifically, we analyzed τ by assuming a 
near-steady state at a monthly time scale, and we explicitly accounted for dynamic biotic and abiotic processes 
removing C from those pools (see Section 2). The BRTSim-BAMS4 model describes the hydraulics of wetlands 
and the biogeochemistry of various organic C pools representing several conceptual pools with different molecu-
lar structures, varying in C, nitrogen (N) and sulfur (S) content and reactivity to soil minerals (Riley et al., 2014), 
including monomers (e.g., monosaccharides, fatty acids, amino acids, amino sugars, organic acids, phenols, and 
nucleotides) and polymers (lignin, cellulose, hemicellulose, and peptidoglycan). We mapped in space and time 
the rate of biotic processes involved in the coupled biogeochemical C, N, and S cycles and the rate of abiotic 
processes of advection, diffusion, and mineral protection that contribute to relocating C from and to different 
pools, and along the soil column. This approach allowed us to track which biotic (CO2 and CH4 production) and 
abiotic processes govern SOC turnover in wetlands and its seasonality. The model was applied to a global grid at 
0.5° resolution over a multi-year wetland surface area ranging between 1.2 and 11.4 Mkm 2 for the period between 
2000 and 2017, and results were presented along with their certainty.

2. Materials and Methods
2.1. Computational Domain

The computational domain covers an average wetland surface area of 3.8  Mkm 2 (ranging between 1.2 and 
11.4 Mkm 2 from 2000 to 2017) described by about 45,000 grid cells at a grid resolution of 0.5° (about 50 km 
at the equator). Grid cells covered by wetlands for at least 2% of the total grid cell area were selected from the 
SWAMPS v3.2 wetlands database (Poulter et al., 2017), which reported the monthly flooded land area from 2000 
to 2017 based on active and passive microwave satellite images excluding lakes, reservoirs, rivers, and saline 
environments. Each selected grid cell is represented by a 2 m atmospheric column that includes four atmospheric 
layers necessary for heat and gas exchanges, and water flooding (30, 30, 40, and 100 cm thick from land surface 
upward), one layer of the top soil (0–30 cm), two layers of subsoil (30–100 cm), and one layer below the first 
meter of soil (100 cm thick). Each grid cell is characterized by a depth-specific soil bulk density, porosity, and 
textural soil fractions (Poggio et al., 2021), hydraulic and thermal conductivity, heat capacity, air-entry poten-
tial, and pore volume distribution index (Dai et al., 2013). This study does not include wetland connectivity and 
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lateral flows. All data used to parameterize the computational domain are listed in Table S2 of the Supporting 
Information in Pasut et al. (2021).

2.2. Hydrological Model

Water dynamics within the computational domain explicitly accounted for precipitation (P), evapotranspiration 
(ET), and land runoff (RNF) calculated using the Curve Number model (Rallison, 1980) and implemented as 
in Pasut et al. (2021). P, ET, and RNF were used to quantify the annual water budget in each grid cell (WB = 
P − ET + ΔRNF) and introduce an additional flux (FB = −WB) associated with the water budget to prevent the 
sequence of finite volumes defining each grid cell of the computational domain to become fully dry or fully satu-
rated when WB ≠ 0. FB was introduced as a constant flux throughout the year, but was variable across the years 
during a simulation, and therefore FB did not affect the intra-day or seasonal water table fluctuations. Within 
the finite volumes of the computational domain, the hydrological model accounted for heat and water flow in 
variably saturated conditions using the Richards' equation with the Brooks and Corey model of the soil saturation, 
water potential, and hydraulic conductivity relationships (Brooks & Corey, 1964).

2.3. Biogeochemical BAMS4 Model

We described SOC with five organic C pools: PolyC represents lignin, cellulose, and hemicellulose organic poly-
mers; PolyCN represents peptidoglycan; MonoC, MonoCN, and MonoCS are three low molecular weight organic 
monomers containing C, C and N, and C and S, respectively, representing monosaccharides, fatty acids, organic 
acids, phenols, amino acid, amino sugar, and nucleotides resulting from root exudates, and depolymerization of 
PolyC and PolyCN, which contain C, and C and N, respectively (Table S1 in Supporting Information S1). We 
also included two C pools representing CH4 and CO2. Four microbial functional groups control the C cycle: fungi 
FDEP are responsible for the depolymerization of PolyC; heterotrophs BAER are responsible for aerobic respiration 
on MonoC, MonoCN, MonoCS, and PolyCN; methanogens BMGB are responsible for anaerobic respiration on 
MonoC; and methanotrophs BMOB are responsible for CH4 oxidation. The C cycle was coupled with the N and S 
cycles to account for the feedback introduced by e- donors and acceptors on the biotic response of each elemental 
cycle (Figure S6 in Supporting Information S1). Specific to the N cycle, we accounted for atmospheric N2 fixa-
tion, NH4 + nitrification by ammonia oxidizers BAOB and nitrite oxidizers BNOB, and NO2 − and NO3 − denitrifica-
tion mediated by denitrifiers BDEN. For S, we accounted for reduction, disproportionation, and oxidation reactions 
mediated by sulfur S reducers BSrRB, thiosulfate and sulfite (S2O3 2−, SO3 2−) reducers BThSRB, sulfate SO4 2− reduc-
ers BSRB, S2O3 2−, and SO3 2− disproportioning microbes BSDB, and photolithoautotroph oxidizers BSOB. Each of the 
organic and inorganic C, N, and S pools can be in the aqueous and gaseous phases, or minerally associated, that 
is, protected from biological activity. All the biochemical reactions and corresponding parameters are presented 
in Supplementary Information in Pasut et al. (2021).

Diffusion and advection of aqueous and gaseous species are modeled using the Fick's and Darcy's laws, respec-
tively. Gas dissolution and volatilization are modeled using the mass action law at local equilibrium (Maggi, 2021). 
Mineral association and destabilization of MonoC, MonoCN, MonoCS to the soil matrix is described by two-way 
first-order kinetics with forward to backward ratio as in Riley et al. (2014). The biologically mediated reactions 
are described by the generalized Michaelis-Menten-Monod kinetics (Michealis & Menten, 1913; Monod, 1966) 
at each soil depth. The microbial response is moderated by soil pH, O2 availability, water saturation S, and 
temperature T. The pH constraint is accounted for by a Michaelis-Menten term for pH = 8 and by an inhibition 
term for pH = 5 (Boon & Laudelout, 1962; Paul, 2014), while dissolved O2 inhibits (in order of strength) denitri-
fication, sulfur reduction, and methanogenesis. The biological response to S and T is accounted for as fB = min{fT, 
fS/max{fS}}, where

𝑓𝑓𝑇𝑇 =

(

𝑒𝑒𝑇𝑇

𝑒𝑒𝑇𝑇𝐿𝐿 + 𝑒𝑒𝑇𝑇

)0.15

×

(

𝑒𝑒𝑇𝑇𝑈𝑈

𝑒𝑒𝑇𝑇𝑈𝑈 + 𝑒𝑒𝑇𝑇

)0.35

, (1)

𝑓𝑓𝑆𝑆 =

(

𝑆𝑆

𝑆𝑆𝐿𝐿 + 𝑆𝑆

)

×

(

𝑆𝑆𝑈𝑈

𝑆𝑆𝑈𝑈 + 𝑆𝑆

)

. (2)

Here,TL = 13°C and TU = 37°C are the lower and upper response temperatures for mesophiles (Rittmann & 
McCarty, 2001; Wickland & Neff, 2008), while SL = SU = 0.46 are the lower and upper response saturations 
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estimated after (Wickland & Neff,  2008). The fungi have a C:N ratio of 8:1 and other microbial functional 
groups have a C:N ratio of 5:1 (Rittmann & McCarty,  2001). Necromass decomposition returns the assimi-
lated C and N to the soil as MonoC, MonoCN, and PolyCN. Plant uptake of NH4 +, NO3 −, SO4 2−, and PO4 3− is 
modeled by Michaelis-Menten kinetics, while CH4 transport from the soil to the atmosphere by some vascular 
plants was described by diffusion through aerenchyma (after Walter et al., 2001). Each grid cell is characterized 
by vegetation-dependent average plant root density profile with average depth calculated based on Canadell 
et al., (1996) and Paul (2014).

2.4. Initial and Boundary Conditions

The water saturation was initialized using the Soil Moisture data set by NOAA/OAR/ESRL PSD, Boulder, Colo-
rado, USA (Rodell et  al., 2004), and the near-surface atmospheric temperature was initialized with the long-
term January average of the CRU-TS3.21 data set (Harris et al., 2020). The soil C in BAMS4 was initialized as 
mineral-associated MonoC, MonoCN, and MonoCS at C:N ratio of 13 and C:S ratio of 74, and with the total C 
as in SoilGrids v2 (Poggio et al., 2021).

The boundary conditions include daily precipitation, monthly S and N atmospheric deposition (Seiji et al., 2019), 
daily long- and short-wave up- and downwelling solar radiation (Climatic Research Unit—CRU-TS 3.21- Harris 
et al., 2020), monthly evapotranspiration (Y. Zhang et al., 2016), and weekly net primary productivity (NPP) 
(Moderate Resolution Imaging Spectroradiometer, MODIS Land Science Team, 2019) from 2000 to 2017. The 
organic C inputs to soil were based on the NPP and reduced by 30% assuming losses due to fire and other anthro-
pogenic sources (Harden et al., 2000). The quality of organic matter inputs to soil was assigned by C:N:S ratio 
of the above- and below-ground litter, and the below-ground litter entered the soil following the root density 
profile. Specifically, the corresponding values of each above variables were derived by merging the land cover 
map (MODIS- LC, Sulla-Menashe et  al.,  2019) and literature values (Bréchet et  al.,  2017; Hättenschwiler & 
Jørgensen, 2010; Pei et al., 2019; Rouifed et al., 2010; Snowdon & Ryan, 2005). N2 fixation was not described as 
a biological reaction, but its rate was explicitly made dependent on temperature, pH, and water availability with 
rate constant from Paul (2014). More details can be found in Pasut et al. (2021). All boundary flows and data were 
harmonized at 0.5° × 0.5° resolution with either a mass-conservative interpolation for quantities related to mass 
or energy (e.g., precipitation, solar radiation, and NPP) or a linear interpolation otherwise (e.g., hydraulic conduc-
tivity and porosity). The data sets for the boundary conditions are listed in Supporting Information S1 (Table S2).

2.5. Computational Environment and Spin-Up

The hydrological and biogeochemical models were numerically solved within the general-purpose multi-phase 
and multi-species bioreactive transport simulator BRTSim-v5.0b, which couples in a hybrid explicit-implicit way 
the mass and energy conservation and continuity laws of the liquid and gas phases, energy (heat), dissolved and 
minerally associated species, and biological species within finite volumes and with a variable integration time 
step. Details are reported in the User Manual and Technical Guide (Maggi, 2021).

We ran a spin-up of 500 years by re-looping the time sequences of boundary conditions from 2000 to 2017 to 
reach a dynamic steady state of the biogeochemical fluxes and sizes of the soil C pools. Steady-state was detected 
if the difference in C pool size was less than or equal to 1 gC m −2 in two consecutive 18-year time windows. We 
used the last 18 years for the analyses in this study.

2.6. C Pool Aggregation for Analyses

The organic C pools in BAMS4 were aggregated into four classes for the purpose of analyses and communication 
of results: dissolved organic carbon (DOC) includes aqueous MonoC, MonoCN, and MonoCS; free particulate 
organic carbon (FPOC) includes PolyC and PolyCN in solid phase; mineral-associated and protected organic 
carbon (MAPOC) includes MonoC, MonoCN, MonoCS in mineral phase; and, total soil organic C (SOC), which 
includes all above (Table S1 in Supporting Information S1). FPOC and MAPOC are not subject to diffusion and 
advection (Figure S6 in Supporting Information S1).

We analyzed the geographic distribution of aggregated pools in arid, tropical, temperate, continental, and polar 
regions using the first level classification of Köppen and Geiger (Kottek et al., 2006) (Figure S7 in Supporting 
Information S1). We calculated the monthly C mass fraction (gC kgsoil −1) and turnover τ (year) of each SOC pool 
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in topsoil and subsoil, and climatic regions, and their long-term monthly and annual average, median, standard 
deviation, and 25th and 75th percentiles.

2.7. Estimation of the Turnover Time τ

We tracked the size Ci(y, m, z) of DOC, FPOC, and MAPOC pools and the fluxes Fi,j(y, m, z) that remove C 
from each pool i in a given year y, month m, and depth z to calculate their turnover time τi. The jth flux includes 
aerobic respiration (FAer) and anaerobic respiration (FAna), DOC oxidation during denitrification (FDen) and sulfur 
reduction (FSulf), the leaching of DOC below z (FLeach), and mineral association of DOC (FMa) or destabilization 
of MAPOC (FDest) (Table S1 in Supporting Information S1). The biogeochemical system at dynamic steady state 
implies that the pool size Ci(y, m, z) in a given year y, month m, and depth z varies seasonally at the monthly time 
scale, that is, Ci(y, m, z) ≠ Ci(y, n ≠ m, z) for months n ≠ m, but variations in the same month m of two different 
years w ≠ y are substantially smaller, that is, Ci(y, m, z) ≈ Ci(w ≠ y, m, z). This may not necessarily apply to 
individual fluxes Fi,j because these are susceptible to seasonal conditions (e.g., redox in biotic processes) but it 
may apply to the sum of all the fluxes. Upon the assumption that these annual variations in Ci in corresponding 
months are negligible, that is, Ci(y, m, z) = Ci(w ≠ y, m, z), we can expand the theory in Six and Jastrow (2002) 
and define the turnover time τi in pool i, month m, and depth z as

𝜏𝜏𝑖𝑖(𝑚𝑚𝑚 𝑚𝑚) =
𝐶𝐶𝑖𝑖(𝑚𝑚𝑚 𝑚𝑚)

∑

𝑗𝑗

𝐹𝐹𝑖𝑖𝑚𝑗𝑗(𝑚𝑚𝑚 𝑚𝑚)
𝑚 (3)

where ∑jFi,j is the sum of all the fluxes j from a pool Ci. The depths z of interest in this work are the topsoil 
(0–30 cm) and subsoil (30–100 cm).

We calculated the long-term monthly average of each flux from 2000 to 2017 for each climatic region to detect 
possible patterns and shifts between major fluxes. The fluxes were then weight averaged for the actual wetland 
extension during a specific month.

Differences and similarities across variables and between climatic regions and C pool were tested with a one-way 
ANOVA and a post-hoc test to determine their statistical significance (set at p < 0.01). For large sample size such 
as in this work, one-way ANOVA is assumed to be robust even against the violation of the assumption of normal-
ity and homogeneity (Feir-Walsh & Toothaker, 1974). The Pearson coefficient (R) was used to analyze the linear 
correlation of τ of each C pool with the temperature, precipitation, NPP, and the biotic and abiotic processes 
involved in the C turnover. For this analysis, we considered the annual average of each variable of interest during 
the period 2000 and 2017 and statistical significance of p < 0.01.

2.8. Certainty Analysis

The assumption of dynamic steady state in Ci and the monthly variability in Fi,j introduces uncertainties in our 
estimates. Hence, we randomly extracted 2,000 independent samples of Ci and ∑i,jFi,j from a Gaussian distribu-
tion in each grid cell and for each month, and we re-calculated τ using Equation 3. Next, each month m is assigned 
with a percentile certainty 𝐴𝐴 𝐴𝐴𝐩𝐩(𝑚𝑚) = 1 if the calculated (deterministic) τ values sit within the nth percentile window 
p n = (𝐴𝐴 𝐴𝐴𝑛𝑛

𝐿𝐿
 , 𝐴𝐴 𝐴𝐴n

𝑈𝑈
 ) of lower and upper percentiles for more than 50% of the time throughout the assessment period from 

2000 to 2017, otherwise is assigned with a percentile certainty 𝐴𝐴 𝐴𝐴𝐩𝐩𝒏𝒏 (𝑚𝑚) =  0, that is

𝛿𝛿𝐩𝐩𝒏𝒏 (𝑚𝑚) =

⎧

⎪

⎨

⎪

⎩

1 if

(

𝑝𝑝𝑛𝑛
𝐿𝐿
≤ 𝜏𝜏 ≤ 𝑝𝑝n

𝑈𝑈

)

for more than 50%of the time

0 otherwise

. (4)

For this analysis, we used n = 6 percentile pairs with bounds (5th, 95th), (10th, 90th), (15th, 85th), (20th, 80th), 
(25th, 75th), (30th, 70th), (35th, 65th), and (40th, 60th). Next, we calculated the certainty index (Δ) as the average 
of the outcomes in Equation 4 as

∆(𝑚𝑚) =

∑

𝑛𝑛

𝛿𝛿𝐩𝐩𝒏𝒏

𝑛𝑛
, (5)
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where Δ ranges from 0 (least certain) to 1 (most certain). Significant values of the certainty index are identified 
when Δ ≥ 0.75, and signifies that the estimated turnover time is reliable.

Figure S4 in Supporting Information S1 shows the percent of grid cells in each climatic region that are certain 
in each month (Δ ≥ 0.75) and the spatial and temporal variability of Δ, respectively. The least certain areas, 
particularly during the cold months, are the Northern latitudes (above 60°N), which became more certain during 
spring and summer time.

3. Results
3.1. The Spatial Distribution of Soil Organic Carbon

The predicted long-term average SOC content in the top meter (0–100 cm) of global wetlands ranges between 
40 and 600 gC kgsoil −1 and can vary 15-fold geographically (Figure 1a) and 2.8-fold along the soil profile, with 
the topsoil (TS, 0–30 cm) storing 71% of the C within the top meter of soil (Figures S1a and S1b in Support-
ing Information S1). SOC in wetlands consists of a spatial and temporal average of 84% MAPOC, 16% FPOC, 
and less than 1% DOC. MAPOC globally ranges between 5 and 500  gC  kgsoil −1, FPOC between 0.06 and 
200 gC kgsoil −1, and DOC between 0.01 and 1 gC kgsoil −1 (Figures 1c–1e).

Polar (referred to as high-latitude regions) and continental regions have the greatest C content (greater than 
400 gC kgsoil −1), and 80% of it consists of MAPOC. In contrast, the arid region shows the smallest C content, 
on average 22 gC kgsoil −1, which is mostly in the form of MAPOC. The tropical region has the third greatest C 
content, on average 150 gC kgsoil −1, almost evenly distributed between MAPOC and FPOC. A one-way ANOVA 
analysis followed by a post-hoc test showed statistically significant differences (p < 0.01) in C content across 
pools and climatic regions (Figure S2 in Supporting Information S1).

3.2. Long-Term Average τ of SOC, DOC, MAPOC, and FPOC

The long-term average wetland turnover time ranges from less than 1 year in the tropical region to more than 
1,000 years in the polar region (Figure 2a), with a global average of 400 years. τ is the largest above 60°N and 

Figure 1. Global spatial distribution of wetland soil organic carbon (SOC) content. (a) Geographic distribution of SOC in 
the top meter of soil. (b) Soil organic carbon (SOC), (c) free particulate organic carbon (FPOC), (d) mineral-associated and 
protected organic carbon (MAPOC), and (e) dissolved organic carbon (DOC) in each climatic region. Tr, Ar, Te, Co, and Po 
indicate tropical, arid, temperate, continental, and polar climatic regions, respectively. The box plot represents the 25th and 
75th percentiles, the horizontal solid line represents the median, and the vertical whisker represents the range.
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below 50°S, and at the edge of the Sub-Saharan, central Asia, and Australian deserts (arid region). In general, we 
found the SOC in the topsoil turns over 1.2 times faster than in subsoil (Figure S3 in Supporting Information S1).

The turnover of soil C represented in Figure 2 combines τDOC, which is on average the fastest (2 weeks–10 years), 
followed by τFPOC (<1 week to >1,000 years), and lastly, τMAPOC (3,000–6,000 years) (Figures 2c–2e). The τDOC 
and τFPOC mostly depend on biologically mediated reactions, which rapidly respond to changes in hydroclimatic 
conditions and C inputs (Pearson's correlation coefficient of τDOC and τFPOC against aerobic and anaerobic respi-
ration and, NPP, are either R > 0.2 or R < −0.4, Figure S4 in Supporting Information S1). In contrast, τMAPOC 
is mediated by abiotic processes and was not significantly correlated with precipitation, temperature, and NPP 
(Figure S4 in Supporting Information S1 and details in Section 2.3).

The greatest τ is located in the polar region (on average about 1,300 years) and continental region (on average 
about 500 years). These two regions have the greatest wetland SOC content with 80% of it consisting of MAPOC 
(Figure 1d). On average, the tropical region has the shortest τ of about 72 years despite having a large SOC 
content. In contrast, the arid region has the smallest SOC content (Figure 1b) but this region has an average τ of 
about 320 years (Figure 2b). Finally, MAPOC is remarkably stable across the five regions (Figure 2d). Panels 
b–e in Figure 2 show that different climatic regions and associated hydroclimatic conditions and land cover can 
determine variations in total SOC content and its allocations into FPOC and DOC, but not in MAPOC.

3.3. Long-Term Monthly Average τ of SOC, DOC, MAPOC, and FPOC

We next investigated the long-term monthly dynamics of τ of each SOC pool in the top one meter of soil. We 
found no substantial seasonal variation in τ of SOC in the tropical and arid regions (black lines in Figures 3a, 
3b, 3f, and 3g). In contrast, we found monthly fluctuations up to one order of magnitude in the temperate, conti-
nental, and polar regions (Figures 3c, 3h, 3d, and 3e). The average monthly temperature varies substantially in 
those regions, and is significantly negatively correlated with τ (R = −0.58, p < 0.01, Figure S4 in Supporting 
Information S1). The large seasonal variability in τ in those regions is strongly supported by the model certainty 
analysis, where more than 70% of modeled grid cells having a certainty index Δ(m) ≥ 0.75 in month m signifies 
that the estimated τ is reliable (Figure S5 in Supporting Information S1). The monthly τMAPOC varies much less 

Figure 2. Long-term average turnover times τ. (a) Geographic distribution of τ in the top meter of soil. Panels (b)–(e) 
represent the turnover time of soil organic carbon (SOC), free particulate organic carbon (FPOC), mineral-associated and 
protected organic carbon (MAPOC), and dissolved organic carbon (DOC) in each climatic region, with Tr, Ar, Te, Co, and 
Po representing the tropical, arid, temperate, continental, and polar climatic regions, respectively. The box plot represents the 
25th and 75th percentiles, the horizontal solid line represents the median, the black dot represents the average, and the vertical 
whiskers represent the full range.
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than τ and is not significantly correlated to temperature and precipitation (Figure 3, and correlation coefficient 
R in Figure S4 in Supporting Information S1). In contrast, τDOC is the shortest on average but with monthly vari-
ability of up to two orders of magnitude in the temperate, polar, and continental regions, and it is significantly 
negatively correlated to near-surface temperature (R = −0.7, p < 0.01, Figure S4 in Supporting Information S1). 
Overall, DOC content is between 0.5% and 6% of the total SOC, depending on the aboveground ecosystem (e.g., 
forest, grassland, and others) and the time of the year. In contrast, FPOC content is about 10%–25%. However, 
the turnover time of DOC is, on average, between two and three orders of magnitude faster than FPOC, hence the 
higher correlation in the overall turnover.

To uncover which C pool makes the largest contribution to the seasonality of SOC turnover, we examined 
the temporal variability of τ in each C pool. We found that on average τMAPOC > τFPOC at all times and in all 
climatic regions, meaning that MAPOC and FPOC respond differently to environmental drivers. The reverse, 
τMAPOC  <  τFPOC, can occur locally as highlighted by the corresponding ranges (overlapped shaded areas in 
Figure 3), meaning that the MAPOC destabilization rate can become faster than losses of FPOC by biotic and 
abiotic processes. This condition occurred at least once per year in 12% of wetlands (by surface area) and can 
be explained by the large monthly variability in τFPOC being correlated to temperature (R = −0.78, p < 0.01) and 
NPP (R = 0.37, p < 0.01) as compared to no significant correlation of τMAPOC to the same environmental drivers. 
Hence, the overall τ of SOC is quantitatively dominated by τMAPOC but τFPOC and τDOC provides seasonal variation, 
implying that FPOC and DOC are susceptible to local hydroclimatic conditions and can ultimately contribute to 
seasonal C loss or gain in wetlands.

3.4. Seasonality in Biotic and Abiotic Processes Controlling τ

To further analyze the variability in τ and determine which process prevails in controlling τ of SOC at seasonal 
scales (Section 2), we ranked the intensity of aerobic and anaerobic soil respiration (biotic processes), C mineral 
association and destabilization rates, and leaching in the top one meter of soil (abiotic processes, Table S1 in 
Supporting Information S1). We found that τ in about 78% of global wetlands (about 2.96 Mkm 2) is mainly 
controlled by anaerobic respiration (methanogenesis), in about 15% (about 0.57 Mkm 2) by aerobic respiration, 
and in about 5% (about 0.15 Mkm 2) by destabilization from mineral association (Figure 4). τ in the arid region 
such as wetlands in continental and western Australia, and wetlands at latitudes above 60°N are mainly controlled 
by aerobic respiration and destabilization from mineral association (Figure 4).

The monthly τ is negatively correlated with the intensity of biotic and abiotic fluxes, with a correlation coeffi-
cient R ranging between −0.9 and −0.3 (p < 0.01) depending on the climatic region (Figure 4 and Figure S4 in 
Supporting Information S1). On average, anaerobic respiration overcomes the other fluxes throughout the year 
in all regions (Figure 5). In contrast, aerobic respiration remains nearly constant across the year. The tropical 
region has some of the greatest and nearly constant monthly fluxes leading to low variability and magnitude in 
τ (<60 years) compared to other regions (more than 80% of modeled grid cells have Δ(m) ≥ 0.75, Figure S5 in 
Supporting Information S1). The rates of C losses via leaching, mineral-association, sulfur reduction, denitrifi-
cation, anaerobic respiration, and aerobic respiration in the arid, polar, and continental regions are almost two 

Figure 3. Long-term monthly average turnover time τ by climatic regions. Panels are organized by hemispheres (rows) and 
climatic regions (columns) for dissolved organic carbon τDOC, free particulate organic carbon τFPOC, and mineral-associated 
and protected organic carbon τMAPOC. Shaded areas represent the full range. The x-axis represents the months of the year, 
starting from January.
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orders of magnitude smaller than in the tropical region, but these vary seasonally causing substantial variability 
in τ. Wetlands in arid and temperate regions show high monthly certainty (Δ(m) ≥ 0.75) in about 85% of wetlands 
(Figure S5 in Supporting Information S1), while continental and polar regions present variable certainty, with the 
least land area being certain during winters (Δ(m) < 0.75, Figure S5 in Supporting Information S1).

Microbially mediated denitrification and sulfur reduction rates are nearly two to three orders of magnitude 
smaller than aerobic and anaerobic respiration. Among all abiotic processes, mineral association and leaching are 
the greatest and have nearly constant rates. However, the destabilization rates become larger during the summer 
months in the polar region (Figure 5), making substrate available to microbes to sustain either aerobic or anaero-
bic respiration. These results demonstrate the tight relationship between abiotic and biotic processes.

4. Discussion and Conclusion
Quantification of SOC stocks in wetlands at large spatial and temporal scales is a great challenge, and the quan-
tification of their turnover time is especially challenging (Carvalhais et al., 2008, 2014; Y. Luo et al., 2016). The 
turnover time τ of a C pool can be associated with the level of activity of that pool, hence, conducting diagnostic 
analysis of how τ changes and the possible causes for those changes can shed light on the sensitivity of wetlands 
to climate change. However, a simplistic accounting of the C biogeochemistry can inflate uncertainty in C turn-
over, especially in the dimension of time if a steady-state is assumed and processes are not explicitly accounted 
for and tracked in time (He et  al.,  2016; Saunois et  al.,  2020; Todd-Brown et  al.,  2013; Wania et  al.,  2013). 
The approach we have developed within the hydrological and biogeochemical BRTSim-BAMS4 mechanistic 
model allowed us to track all C inputs and outputs for all the modeled SOC pools and determine their steady 
state (Section 2). Specifically, our modeling includes a detailed description of the coupled C, N, and S cycles, 

Figure 4. Geographic distribution of the dominant processes controlling τ of SOC. The dominant processes are defined as 
the main process affecting τ for more than 50% of the time for the period 2000–2017. FLeach, FMA, FSulf, FDen, FAna, FAer, and 
FDest are the leaching, mineral-association, sulfur reduction, denitrification, anaerobic (methanogenic) respiration, aerobic 
respiration, and destabilization processes.

Figure 5. Long-term monthly average C fluxes and soil organic carbon turnover time τ. Panels are organized by hemispheres 
(rows) and climatic regions (columns). The fluxes are calculated as the wetland area weighted average. FLeach, FMA, FSulf, 
FDen, FAna, FAer, and FDest are the leaching, mineral-association, sulfur reduction, denitrification, anaerobic (methanogenic) 
respiration, aerobic respiration, and destabilization processes.
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allowing us to estimate the size of each pool and track the C fluxes from one pool to another, as well as losses to 
the atmosphere and leaching below the first meter of soil explicitly in time and space. The pool sizes and fluxes 
were then used to calculate the turnover time with a new approach (Section 2) that extends the framework in Six 
and Jastrow (2002). That is, while previous assessments based on modeling (e.g., Earth System Models—ESMs) 
or observational data calculate the turnover as the ratio between the total soil organic carbon stock and NPP 
(Carvalhais et al., 2014; Todd-Brown et al., 2013), we took into mechanistic account individual biotic and abiotic 
processes and their response to environmental drivers. Because this approach is temporally and spatially explicit, 
we were able to study the transient dynamics of τ and the corresponding level of certainty for several SOC pools 
to infer how different biotic or abiotic drivers influence C turnover in wetlands, which is pivotal information 
under changing climatic conditions.

We estimated an average global wetland SOC turnover time of 400 years, in the first meter of soil. Our estimates 
have a certainty index of Δ(m) > 0.75 in 79% (3.0 Mkm 2) of the average global wetland area (here wetland area 
changes over time). Although there is a wide consensus that wetlands have one of the slowest C turnovers among 
ecosystems due to ponding (Trumbore, 2000), the existing literature lacks detailed information on the SOC turn-
over of wetlands. Hence, our estimates have to be contextualized against ESMs modeling or observations of the 
turnover time not addressing wetlands explicitly, or including wetlands only implicitly within lumped ecosystems 
(He et al., 2016; Trumbore, 2000). For example, Todd-Brown et al. (2013) estimated a global average turnover 
time between 10.8 and 39.3 years within the first meter of soil (excluding wetlands descriptions) using 11 ESMs, 
while Z. Luo et al. (2019) estimated an average of 1,015 years in the subsoil by coupling multiple observation 
data sets with specific NPP allocations for above- and below-ground C inputs to soil (again not exclusively in 
wetlands). Note that these differences do not mean that our estimates have lower reliability, but rather that esti-
mates refer to different ecosystems within the same unit area and come from two different approaches. Addition-
ally, the methods deployed here have a substantially higher degree of process accounting and feedback.

Clearly, an explicit accounting of wetlands can lead to differences in τ as compared to other estimates not explic-
itly addressing wetlands. However, in general, there is a substantial inconsistency between Δ 14C observations in 
upland soil, which suggests turnover times in excess of thousand years (3,100 ± 1,800 years, He et al., 2016) as 
compared to modeling, which generally does not exceed 1,000 years (e.g., 10.8 and 39.3 years from ESMs and 
about 1,000 from Z. Luo et al. (2019)). These figures raise the question, how accurate is the representation of 
biogeochemical processes in models? Our work does not provide a perfect answer to this question but is the first 
attempt to increase the level of process accounting while testing modeling capabilities against independent obser-
vations that include biogeochemical reactions, GHG emissions, nutrient stocks, and sequestrations (Section 2). 
Specifically, biotic processes govern the C cycle in soil, causing substantial monthly variability in τDOC and τFPOC, 
particularly in temperate, continental, and polar regions, where temperature significantly changes seasonally.

The priming effect, which occurs when the addition of new labile C promotes microbial growth and increases 
the loss of carbon, is paramount to predicting C stocks and emissions due to land cover and climate changes, 
particularly under CO2 fertilization, where aboveground biomass and mean soil inputs are enhanced (Guenet 
et al., 2018). While BAMS4 explicitly considers microbial dynamics, it does not include the priming effect as a 
separate process. Instead, the model output can reflect the priming effect as an outcome due to the inclusion of 
the complex feedback between different C pools and microbial functional groups in BAMS4. For example, our 
model outputs may indicate priming effects in conditions optimal for microbial growth (e.g., no water stress and 
warm climate), where the addition of labile C from root exudation increases microbial growth and biomass that 
subsequently speed up the aerobic respiration of DOC following the Michaelis-Menten-Monod kinetics. When 
the concentration of DOC decreases, MAPOC tends to be destabilized and transformed to the soluble form to 
re-balance the equilibrium reaction, causing a decrease of MAPOC. In the way our model is structured, this 
phenomenon may not happen in conditions not favorable for microbial growth. However, future model develop-
ment should include the priming effect on MAOC turnover as a function of the ratio of labile (DOC) and recalci-
trant (MAPOC) carbon input in soil for better accounting.

The leaching of carbon is an important environmental control, sometimes underestimated in C modeling that 
neglect advection-diffusion transport (He et al., 2016; Houlton et al., 2015; Zhu & Riley, 2015). The top one 
meter of wetlands is rich in C but is also highly susceptible to changes in C input and hydroclimatic varia-
bles because of the high C availability to microbes in the form of DOC and FPOC. Percolation below the root 
zone makes DOC inaccessible to microbes and prone to stabilization into mineral soil particles (Sanderman & 
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Amundson, 2008), recharging deep C stocks. The subsoil stores a high organic C stock in the form of MAPOC 
(about 96%), which we found less susceptible to environmental changes, consistent with Witzgall et al. (2021) 
and Dungait et  al.  (2012). The lack of direct input of fresh organic C, which generally provides substrate to 
microbes, seems to enhance stability, however, changes in land management and soil use (e.g., wetlands draining 
and conversion to agriculture) may affect the C distribution in soil, resulting in destabilization and C losses. 
Hence, DOC leaching requires further investigation and quantification of its role in the global C cycle. Account-
ing for deep C leaching will allow for an assessment of the role of topsoil C losses that could be sequestered in 
deeper soil. Ultimately, the polar region shows a prevalent control on τ by destabilization (i.e., the release of 
mineral-associated C to aqueous C), particularly during summer, the period that coincides with the highest biotic 
activity and therefore highest C emissions (losses).

Global climate has experienced unprecedent warming and changes in precipitation patterns and depth (Salimi 
et al., 2021). These hydroclimatic changes may rise concern on the SOC cycle in polar, temperate, and conti-
nental regions, where τ changes between one or two order of magnitudes over the year due to seasonality. 
Warming climates result in longer periods of temperature in the microbes' optimum growth range, hence 
reducing τ (faster turnover). The greatest area of concern is the polar region, which has been a pristine sink 
of the largest amount of SOC (Lal, 2004), helping to buffer climate change. For example, Canada recorded 
an increase in annual average temperature of 1.7°C for the period 1948–2018, and model predictions draw 
an increase in the frequency of extreme events, particularly in the northern latitudes, with significantly more 
warming during the winter season than the summer (Berardi & Jones, 2022). Despite the current effort of 
the scientific community in understanding C-climate feedback, the fate of C under variable climatic stressors 
remains relatively uncertain in this region, though a greater likelihood for microbial decomposition rate to 
exceed above ground biomass production is expected. This possibly shifts the system from C sink to GHG 
source.

5. Limitation of This Work
We acknowledge limitations of our framework regarding the turnover time estimates. The chosen resolution is 
a key factor; at the current resolution, an area of 50 × 50 km is modeled under the same hydroclimatic and soil 
biogeochemical conditions. However, only a fraction of that area is flooded. The fluxes presented in this work are 
calculated based on the actual wetland extension each month, however, the water table is homogenously solved in 
each grid cell. This can lead to a poor description of the actual redox conditions of the soil, which may introduce 
errors in estimated aerobic and anaerobic respiration. The modeling framework does not include soil erosion and 
fires that enhance C loss, and the ice thaw-freeze cycle that can change the microbial response and community 
composition (Ji et al., 2022).

Additionally, this study does not include local landscape heterogeneity and microtopography because of the 
coarse resolution (∼2,500 km 2 area each grid cell), which may give rise to errors and underestimate the leaching 
of C from/into wetlands. Although soil moisture and water table dynamics modeling at high-resolution has been 
recently tested (∼1 km, e.g., Miguez-Macho et al., 2008), most of the current regional and global scale modeling 
frameworks do not account for microtopography, connectivity, and lateral fluxes and their effects on the nutrient 
cycles because the inclusion of these factors requires the model to be run on a much finer spatial resolution that 
leads to a high computational demand. An optimized framework that merges surface hydrology and biogeochem-
ical models without requiring a high computational cost should be prioritized.

Data Availability Statement
The georeferenced data on SOC pool size and turnover time are distributed via figshare at https://doi.org/10.6084/
m9.figshare.20099462 (Pasut, 2023).
Code Availability: The BRTSim software used in this work is available under CC BY 4.0 International Licence at 
https://sites.google.com/site/thebrtsimproject. An example of input files required to run the model can be down-
loaded via figshare at https://doi.org/10.6084/m9.figshare.20099462 (Pasut, 2023).
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