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Fungiare among the most diverse and ecologically important kingdoms in life.
However, the distributional ranges of fungi remain largely unknown as do the
ecological mechanisms that shape their distributions'. To provide an integrated view
of the spatial and seasonal dynamics of fungi, we implemented a globally distributed
standardized aerial sampling of fungal spores®. The vast majority of operational
taxonomic units were detected within only one climatic zone, and the spatiotemporal
patterns of species richness and community composition were mostly explained by

annual mean air temperature. Tropical regions hosted the highest fungal diversity
except for lichenized, ericoid mycorrhizal and ectomycorrhizal fungi, which reached
their peak diversity in temperate regions. The sensitivity in climatic responses was
associated with phylogenetic relatedness, suggesting that large-scale distributions of
some fungal groups are partially constrained by their ancestral niche. There was a
strong phylogenetic signal in seasonal sensitivity, suggesting that some groups of
fungi have retained their ancestral trait of sporulating for only ashort period. Overall,
our results show that the hyperdiverse kingdom of fungi follows globally highly
predictable spatial and temporal dynamics, with seasonality in both species richness
and community composition increasing with latitude. Our study reports patterns
resembling those described for other major groups of organisms, thus making a
major contribution to the long-standing debate on whether organisms with a
microbial lifestyle follow the global biodiversity paradigms known for

macroorganisms*>,

Global biodiversity of microorganisms and the factors determining
their distribution and activity remain poorly known despite their major
ecological and economicimportancein various ecosystems® 8, Recently
developed technologies and analytical methods provide groundbreak-
ing opportunities for both theimproved sampling of biodiversity and
unravelling how biodiversity is structured atlarge spatial and temporal
scales® ™, These new methods thus provide the opportunity to uncover
previously unmapped biodiversity patterns of microbial communities
and to discover the ecological processes that shape their diversity at
the global scale.

Fungiare among the mostdiverse and ecologicallyimportantliving
organisms. They mediate crucial processes in terrestrial ecosystems
as decomposers of dead tissues (saprotrophs), mutualistic partners
(ectomycorrhizal, ericoid, endophytic and lichenized fungi) and as
pathogens of almost all terrestrial multicellular organisms. In spite of
itsimportance, fungal diversity remains poorly explored'. Although
roughly 156,000 species of fungi have been scientifically described and
recognized as valid to date®?, estimates of global species richness vary
from 0.5to 10 million™". Consequently the global spatial and temporal
distributions of fungi remain largely unknown. Recently developed
DNA-based survey methods have greatly improved our knowledge of
large-scale patterns of fungal diversity ™. Soil sampling has proved par-
ticularly popular, driven by aninterest in the key functions of soil fungi
as plant symbionts and nutrient cyclers*'**#?°, Nevertheless it remains
tobe seenwhether patternsinsoil-borne fungireflect patternsin other

fungal taxa, or indeed in general biodiversity?. In fact, studies target-
ing different fungal groups have produced disparate results. Tedersoo
et al.' found that, although overall fungal diversity in soil increases
toward the Equator, this pattern does not apply to ectomycorrhizal
fungi, whichare most diversein boreal and temperate regions. However,
ameta-analysis of metabarcoding datafromsoil-and root-associated
fungireported that total fungal diversity is higher at higher latitudes®.
Among further disparities, the diversity of leaf-associated aquatic fungi
has been found to peak at mid-latitudes? whereas that of terrestrial
leaf endophytes increases in tropical regions?.

Local studies conducted in both Arctic and temperate environ-
ments have shown that fungal activity presents pronounced seasonal
variation** whereas astudy conducted in the tropics showed no such
variation?, suggesting that seasonality may be latitude dependent.
However, most large-scale surveys of fungi have included limited tem-
poralreplication of the same locations, leaving a major knowledge gap
about their global seasonal dynamics. The few larger-scale studies that
involve temporalreplicationinclude meta-analyses on heterogeneous
datasets®*** or historic records of fruiting-body occurrences®. The
general conclusion drawn from these studies is that the composition
and biomass of fungal communities follow the phenology of their
hosts and seasonal changesin precipitation and temperature. Hence,
thelack of controlling for effects of local seasonal variation may have
also confounded some conclusions on the global spatial patterning
of fungal diversity.

A list of authors and their affiliations appears at the end of the paper.
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Fig.1|GSSPstudy designand data.a, The samplingsitesincludelocationsin
the tropical-subtropical (red), temperate (cyan) and polar-continental (purple)
climatic zones, shown here superimposed on a map of MAT. Airborne fungal
samples were collected by a cyclone sampler, each sample consisting of fungal
spores filtered from 24 m? of air during the 24 h sampling period. b, The study
designincluded weekly samples taken over 1-2 years, with some variation
amongsites dueto logistical constraints. The site name abbreviations

Arecent methodological breakthrough regarding the surveying of
fungi consists of sampling fungal spores (and other airborne parti-
cles, which may include fungal structures such as hyphae and soredia)
fromthe air, followed by DNA sequencing and sequence-based species
identification®. Air sampling has shown higher diversity and stronger
ecological signals in community composition than soil sampling®*.
The feasibility of air sampling to investigate global patterns of fungal
diversity was recently demonstrated®. Because this method captures
airborne fungal spores, it depicts reproduction and dispersal at high
temporal resolution. Here we report on the application of air sampling
for fungal spores in a new initiative called the Global Spore Sampling
Project (GSSP)*. The GSSP involves 47 sampling locations distributed
across all continents except Antarctica, each location collecting two
24 h'samples per week over 1 year or more (Fig. 1a,b). Although the
European temperate region is overrepresented in the data, the sam-
plinglocations alsoinclude Arctic, temperate and tropical areas from
otherregions (Fig.1a). As described in detail inref. 3, we targeted DNA
sequencing to a part of the nuclear ribosomal internal transcribed
spacer (ITS) region, which is the universal molecular barcode for
fungi®*. However, we note that for some fungal taxa other markers
are better suited, such as the nuclear small subunit ribosomal RNA
gene fragment for arbuscular mycorrhiza¥. We applied a DNA spike-in
to generate quantitative estimates of change in the amount of DNA%,
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(three-letter codes next to the site numbers) correspond to those used in the
published data®. ¢, The data-generation pipeline produced data matrices that
were used for the ecological analyses: the spatial and temporal coordinates of
thesamples, species occurrence data (Y), climatic and weather data (X), fungal
guild and spore size data (T) and taxonomic affiliations serve as a proxy for
phylogeneticrelationships (C).

To convert sequence data to species data we denoised the former
to form amplicon sequence variants (ASVs)*®, applied probabilistic
taxonomic placement using Protax**° and used constrained dynamic
clustering to group these ASVs into species-level operational taxo-
nomicunits (OTUs)*. These OTUs were then classified into previously
known versus unknown taxa at all taxonomic levels from phylum to
species®. To link spatiotemporal patterns in species composition to
the ecological drivers behind them, we complement here the fungal
species data derived from DNA analyses with environmental and trait
data (Fig.1c). Trait data were compiled using guild and spore size data
fromseveral sources (Methods), and environmental datainclude time-
and site-specific climatic data from the Copernicus Climate Change
Service Climate Data Store*.

The fully standardized sampling of fungi at unprecedented spatial
and temporal scales enabled anintegrated analysis of the ecological
driversbehind the spatial and seasonal patterns of global fungal diver-
sity. To achieve this, we first examined how fungal communities differ
among the major bioclimatic zones and the extent to which climatic
variables explain such differences. We expected to find a clear dif-
ferentiation in community composition among the main bioclimatic
zones, although we expected the spatial differentiation of airborne
spores to beless pronounced than previously reported in soil-based
studies'®" because microscopic propagules can be expected to mix
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Fig. 2| Taxonomic, functional and spatial variationinairborne fungal
diversity. a, Taxonomic and functional guild composition of the data as
weighted by prevalence (thatis, the number of samples from which the taxon
was found). Taxonomic composition is shown for the levels of phylum, class and
order. Trophic guild compositionis shownbased onref. 54.b, Variationin the
composition of the fungal community amongsitesillustrated inthe NMDS
ordination space, with contour lines representing the MAT (°C) of the site.

more readily in air (although samples were collected close to the
ground, and often within habitats with limited air flow compared with
open areas). Second, we examined how global seasonal patterns of
airborne fungivary with latitude and weather conditions. We expected
higher levels of seasonality in species richness and amount of fun-
gal DNA towards higher latitudes, where resources are available for
shorter periods of time and where local weather conditions may have
astronger effect on reproductive phenology™. Finally we examined
whether the ecological drivers shaping the composition of fungal
communities translate into predictable variation in species-level

traits. To thisend we asked whether species’ responses to climatic and
seasonal factors are phylogenetically and functionally structured. As
relevant traits we considered fungal guild'®* and spore size****. We
expected to find higher seasonality in host-dependent guilds (patho-
genic and symbiotic fungi) than in free-living guilds (saprotrophs),

but that spatial patterns of seasonality should be consistent across

guilds. We expected to find predictable seasonal variation in spore
size, reflecting taxonomic turnover throughout the seasons. Finally,

because earlier research has found phylogenetic niche conservatism

reflected in the large-scale biogeography of soil fungi*®, we expected

to find a phylogenetic signal on the responses of air-fungal commu-

nities to the environmental factors that influence their large-scale

distributions.
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¢, Venndiagram showing the number of OTUs that were distinct or shared
among the three major climatic zones included in our study. Note that shown
areraw numbers that do not control for the somewhat smaller sampling effort
inthe tropical-subtropical zone (Fig.1b). The bar chart shows the number of
OTUs thatbelongedto agenusororder that waseither distinct or shared
amongthethree climaticzones. Note that the species-level bars replicate the
patternsshowninthe Venndiagram.

Climatic effects on spatial distribution

Our samples of airborne fungi include all major taxonomic groups
(Fig. 2a). However, some fungal groups are overrepresented and oth-
ersunderrepresented as compared with previously reported patterns
among soil fungi. The air samples are particularly rich in plant patho-
gens, general saprotrophs and wood saprotrophs whereas other com-
mon groups such asectomycorrhizal and lichenized fungi are relatively
poorly represented (Fig. 2a).

Among the 27,954 species-level OTUs detected in this study, only
3.5% were observed in all three climatic zones (Fig. 2c). As expected,
sampling locationsin the polar-continental zone shared the fewest spe-
cies with samplinglocationsinthe tropical-subtropical zone. However,
most order-level taxa were presentinall three climatic zones (Fig. 2c).
Suchanincreaseintaxonomic overlap amongregions with increasing
taxonomic rank is also reflected by the stability of the proportions of
species belonging to different phyla, with the proportion of Ascomy-
cotaspp. being 55-59% and that of Basidiomycota spp. being 38-43%
within each of the three climatic zones.

Among the ten most prevalent generain our data (Extended Data
Table 1), seven belonged to the phylum Ascomycota (out of which
four belonged to the order Pleosporales) and three to Basidiomycota
(out of which two to the order Tremellales). Overall, the three most
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Fig.3|Seasonal variationinairborne fungal diversity. a-e, Thelines
representing species richness (a), DNA amount (b), community composition
(c) and CWM of asexual (d) and sexual (e) spore size show the predictions of the
best-supported linear mixed models (Methods) for tropical-subtropical (red),
temperate (cyan) and polar-continental (purple) climatic zones. Note that the
predictions areshown for the Northern Hemisphere whereas for the Southern

prevalent genera were the ascomycetes Cladosporium, Ascochyta
and Alternaria. Generaincluded in the list of the ten most prevalent
generainallthree climatic zones were the ascomycetes Cladosporium,
Ascochyta, Alternaria and Aureobasidium and the basidiomycete
Cryptococcus.

Species composition of local fungal communities was most strongly
affected by the mean annual air temperature (MAT) of the site, which,
when used as the sole environmental predictor, explained 78% of the
deviance in ordination space (Fig. 2b and Extended Data Fig. 1). By
comparison, mean annual precipitation (MAP) at the site explained
42% and the mean aridity index (MAI) 35%, whereas mean annual wind
speed—which could have added to the mixing of spores to the atmos-
phere—did not explain much of the deviance (22%). We then compared
therelative importance of differencesin MAT (selecting for species with
similar environmental preferences) and differences in space (prob-
ably reflecting the potential for dispersal between two sites, as well
as other environmental conditions not considered in the analyses).
Because spatial and environmental distances were correlated, we dis-
entangled the effects of these by partitioning variance in community
dissimilarity. We found the direct contribution of spatial distance to
be12%, that of climatic distance (derived from MAT) to be 7% and their
shared contribution to be 22%. When repeating the analyses with cli-
matic distances derived from MAP (or MAI), the direct contribution of
spatial distance was 29% (27%), that of climatic distance 2% (0%) and
their shared contribution to be 6% (7%). Hence MAT, rather than MAP
or MAI turned out to be a key driver in determining the large-scale
distributions of airborne fungi.

Seasonal patterns and weather responses

Within airborne spore communities, both OTU diversity and DNA
amount increased towards the Equator (Fig. 3a,b). This result was
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Hemisphere the seasonal patterns would be mirrorimages. For community
composition (c), seasonality for eachsiteis defined as the differenceinjaccard
index between samples takenin the same season versus those takenin different
seasons (Methods).a,b,d,e, The dotsrepresenting the raw data have been
slightly jittered to show overlap. Thelinein c shows that seasonality in
community composition was higher at colder sites (linear regression, P=0.04).

robust with respect to seasonality, because tropical-subtropical sites
hosted a greater diversity of fungal species and greater amounts of
DNA thantemperate and polar-continental sites at all times of the year
(Fig. 3a,b). In terms of temporal patterns, seasonal variation in both
DNA amountand species richnessincreased as expected with distance
from the Equator, being highestin the Arctic (Fig. 3a,b). During winter
atthe polar-continentalssites, few air samples had detectable levels of
fungal DNA and the amount of DNA and number of species both showed
asharp peak during the growing season (Fig. 3a,b). In samples from
temperate sites, fungal DNA was found throughout the year but its
amount increased markedly from spring to autumn, with the lowest
valuesinwinter. Intropical-subtropical sites, fungal DNA amount was
high throughout the year. The composition of the fungal community
followed the same pattern:in polar-continental sites there was greater
turnover inspecies composition from spring to autumnthanintropical
regions during acomparable period (Fig. 3¢). However, acomparison
of linear mixed models fitted to the data on DNA amount and species
richness (Supplementary Information) showed that, although the effect
of seasonality generally increased with latitude, the exact timing and
amplitude of seasonal variation also had a site-specific component.
Thus, although we found that the phenology of fungal spore produc-
tionis largely consistent within each latitudinal zone, the site-specific
component suggests thatlocal factors also play arolein controlling the
timing of sporulation. Regarding the effects of weather, we found that
boththeamount of DNA and observed species richness were generally
higher for warm and windy sampling days (Supplementary Informa-
tion). Whereas most trophic guilds followed the same pattern as overall
species richness, endophytes and lichenized species showed higher
richness ondays with little precipitation. These results were consistent
across all latitudes in the sense that, for all but one response variable,
the best-supported model was that of constant weather effects (model
WI1; Methods).



Phylogenetic and functional structure

The proportion of fungal occurrences for which we had at least
family-level information about asexual (respectively, sexual) spore
volume varied between 72 and 74% (respectively, 68-70%) among the
three climatic zones. However, species-level information was more fre-
quentinthe polar-continental and temperate zones (7-8% for asexual
and 12-13% for sexual spores) thanin the tropical zone (8% for asexual
and 5% for sexual spores). Assuming that the detected species werein
the asexual stage, these were largest in the tropical-subtropical zone
whereas, assuming that the spores were in the sexual stage, these were
largest in the temperate and polar-continental zones (Fig. 3d,e). In
temperate and polar-continental zones, spore sizes showed marked
seasonality, the mean asexual spore size peaking in the autumn and the
mean sexual spore size in spring (Fig. 3d,e). This difference between
asexual and sexual spores prevailed across all species and within Basidi-
omycota, but not within Ascomycota (Supplementary Information and
Extended Data Fig. 2).

Following the main patterns found for total fungal species richness,
all fungal guilds exhibited strong seasonality in species richness in
the polar-continental and temperate zones (Supplementary Informa-
tionand Extended DataFig. 3). Most guilds were more abundantin the
tropics even during the peak season, with the exceptions of ericoid
mycorrhizal, ectomycorrhizal and lichenized fungi, which were most
abundantin the temperate region (Extended Data Fig. 3).

To determine how the phylogenetic relatedness of fungal species
affects global distribution and sporulation patterns, we performed
Hierarchical Modelling of Species Communities (HMSC) analysis*’
in which we used as a proxy for the phylogenetic tree a taxonomy of
OTUsatthe levels of kingdom, phylum, class, order, family, genus and
species®. Evenif this modelincluded only MAT and seasonality as predic-
tors, itreached ahigh explanatory power (averaged over species, mean
areaunder the curve = 0.90, mean Tjur’s R* = 0.16). This analysis showed
variation in the strength of phylogenetic signal among how species
responded to focal environmental predictors. Among the species-level
responsesto environmental conditions, climatic sensitivity showed a
moderate phylogenetic signal (Pagel’s A = 0.28, P=4 x10™?), as illus-
trated by groups of highly related species that showed high or low
climatic sensitivity (red and blue bands, respectively, in Fig. 4ain the
climatic sensitivity column)—for example, the orders Agaricales and
Helotiales being little influenced by climate (Fig. 4b). By contrast, the
optimal MAT of the site at which the probability of species occurrence
is predicted to be maximized did not show any phylogenetic signal
(Pagel’sA=-0.01, P=0.81). Thus some species within the same group
preferred colder temperatures whereas others preferred warmer tem-
peratures (Fig.4a). When we measured the seasonal sensitivity of spe-
ciesby the proportion of variationin species occurrence explained by
latitude-dependent seasonality, we observed a strong phylogenetic
signal (Pagel’s A = 0.39, P=2 x107%). In particular, species within the
orders Polyporales and Erysiphales showed pronounced seasonal
dynamics whereas the orders Agaricales, Tremellales and Chaeto-
thyriales showed low sensitivity to seasonality (Fig. 4c). Regarding
the timing of the seasonal peak, we did not observe any phylogenetic
signal (Pagel’s A =-0.04, P=0.80). However, this lack of a signal may
be partially explained by the fact that few species showed sufficient
seasonality for the time of the optimal season to be defined (Fig. 4a).

Discussion

Our results show that fungi follow predictable latitudinal diversity
gradients that resemble other major groups of organisms*®. This
finding represents a major contribution to the long-standing debate
over whether organisms with a microbial lifestyle follow the global
biodiversity paradigms known for macroorganisms*>. Our results
are consistent with anincreasing body of literature showing that, like

macroorganisms, microbial communities are spatially structured at
large scales®”*®. Interestingly, only asmall minority of all species-level
OTUs detected in our study were observed in all three climatic zones.
These widespread species were Ascomycota genera that have previ-
ously been found to be very common in both soil*’ and air”. However,
the vast majority of OTUs were detected only within one climaticzone
and the spatiotemporal patterns of species richness and community
composition were highly constrained by climatic conditions. Although
previous large-scale studies of soil fungi have found clear effects of
climate on community composition'®?, the fact that in our data MAT
explains most of the variation in the distributions of fungi is striking,
especially given that our data are based on the dispersal stage of air-
borne spores. Likewise, previous studies on soil fungal communities
have found that biomes, as defined based on MAT and MAP, explaina
major part of their global distribution’®.

A major advantage of our data is the high level of temporal replica-
tion, enabling a global analysis of climatic effects on the phenology
of fungal reproduction. Seasonality in both the amount of DNA and
species richness of airborne fungi increased with increasing distance
from the Equator and therefore seasonality was highest in Arctic cli-
mates. Less trivially, we found that seasonal turnover in community
compositionincreased with increasing distance from the Equator, even
iftropical regions also show high seasonality (for example, rainy versus
dry periods). In line with this finding, a long-term study of airborne
fungi in the tropics showed no seasonality”. In addition to seasonal
effects, our study also highlights the importance of short-term local
weather conditions on the diversity or sporulation phenology of air-
borne fungi. Theresults showed that airborne fungal species richness
peaks during warm and windy sampling days, a finding coinciding with
previous observations that temperature influences fungal reproductive
phenology* and that spore release peaks when wind speeds are high®.

Comparison of trophic guilds showed that not only overall species
richness, but also most guilds, were most abundantin the tropics, with
the notable exceptions of lichenized, ericoid mycorrhizal and ectomyc-
orrhizal species. Thisresultisinline with the patterns demonstrated for
soil fungi by Tedersoo et al.'®, who also found ageneralincrease towards
thetropics, except for ectomycorrhizal fungi which were most diverse
inboreal and temperate regions. Whereas the higher diversity of these
fungal groups at higher latitudes could be related to greater knowledge
gaps of their diversity in the tropics, this result could also reflect the
distribution and diversity of their host species®.. To minimize the pos-
sibility of misleading artefact due to knowledge gaps, we borrowed
information among taxonomic levels for the functional classifications,
making a compromise between minimization of bias (by inclusion of
not only the minority of OTUs reliably classified to species but also
genus- or family-level classifications) and minimization of the noise of
false classifications (by not borrowing information from ranks higher
than family). In terms of seasonality, many earlier studies have reported
longer sporulation and reproductive seasons in warmer regions for
specific parts of the world and for particular groups of fungi***%. Our
results generalize these earlier findings to the global distribution of
the entire fungal kingdom: all fungal guilds showed consistent and
predictable patterns, with sporulation activity being shorter and more
pronounced towards higher latitudes. Regarding spore size, we found
that asexual spore size decreased but sexual spore size increased with
increasing distance from the Equator. During the main reproductive
seasoninthe temperate and polar-continental zones, we further found
asexual sporesize toincrease but sexual spore sizeto decrease during
theseason. Thelatter result, whichis consistent with the earlier finding
of Kauserud et al.%?, is partially generated by ascomycetes having on
average larger sexual spores® and earlier sporulation phenology than
basidiomycetes®. Our study reports opposing spatial and temporal
patterns between sexual and asexual spores, suggesting contrasting
evolutionary forces behind the size of these two types of dispersal
propagule. This result may also relate to the opposing environmental
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Fig.4 | Phylogenetic signalin climatic and seasonal variation.a-c, All
results arebased onajoint-species distribution model fitted to the 485 most
commonspecies. a, Quantification of variation in climatic sensitivity, optimal
climate, seasonality sensitivity and optimal season amongspecies. For
climaticand seasonal sensitivity the colours show the proportion of variance
explained by the second-order polynomial of the MAT of that site (for climatic
sensitivity) and by the periodic functions of sin(2nd/365) and cos(2nd/365),
wheredrepresents the Julian day of the year (for seasonal sensitivity), coded as
blue, cyan, pink and red for the four quartiles. For optimal climate we show the
MAT at which the second-order polynomial of that MAT was maximized (that
is, the pointatwhichafurtherincreasein MAT will change an estimated
increase to anestimated decrease inspecies occurrence) in the colour scale
of the world map shownin Fig.1a. For optimal season we show the season at

triggers of sexual and asexual spore production, with the former occur-
ring especially under unfavourable environmental conditions such as
at the end of the growing season®>*°,

In terms of the processes that structure ecological communities,
we may distinguish between (1) the ultimate evolutionary processes
that give rise to species and determine their traits and (2) the proxi-
mate contemporary ecological processes that shape the assembly of
communities®”*8, Our data on global aerial communities shed light on
both aspects. In terms of evolutionary processes, fungi exhibited a
strong niche conservatism regarding sensitivity to dispersal seasonal-
ity and moderate conservatism for sensitivity to climatic conditions.
These results suggest that fungi have continuously adapted to climatic
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asblue for winter (December-Februaryinthe Northern Hemisphere; for the
Southern Hemisphere we assumed a 6 month difference in seasonality), green
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were too low to determine the optimal climate or season are shownin white.
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for those ordersrepresented in these analyses by atleast ten species. Lines
show the medians, boxes the lower and upper quartiles and whiskers the
minimum and maximum values. The raw data are shown by dots that have been
jittered to show overlapping points. For the list of taxaincluded in the analysis,
see Supplementary Information.

conditions rather than being stuck in their ancestral climatic niches.
This interpretationis supported by the fact that whereas most species
showed climatically restricted distributions, the majority of generaand
the vast majority of orders were detectedinall three climatic zones. The
high phylogeneticsignalin dispersal seasonality was driven by certain
taxonomic groups. In particular, Polyporales showed a high level of
seasonality for almost all species. Our findings suggest that Polyporales
have been especially adapted to seasonal climates, possibly because
their morphological and physiological traits support high spore pro-
duction for abrief portion of the fruiting season. Among the ecological
selection processes,we showed that environmental drivers, in particular
MAT, play amajor structuring role infungal communities at large scales.



Whereas substrate-specific sampling will mainly show the DNA of
mycelialocally presentin the focal substrates, aerial DNA will provide
anintegrated view of airborne propagules from all substrates. As evi-
dence, all trophic guilds supported by the guild database we used are
represented in the data. However, some functional groups were better
represented than others, highlighting the importance of surveying
different complementary substrates to gain a complete view of fun-
gal diversity. Importantly, the proportional representation of aerial
fungaltaxais clearly affected by their dispersal strategy: in particular,
plant pathogens, saprotrophs and wood saprotrophs were very abun-
dantinourdata (Fig. 2a). By contrast, ectomycorrhizal fungi, not all of
which produce conspicuous and abundant above-ground reproductive
bodies, contributed only a small fraction of airborne spores globally
(Fig.2a). This points to other dispersal means—for example, via myco-
phagous animals—as beingimportantfor this functional group. Alter-
natively, therelative scarcity of airborne spores from ectomycorrhizal
fungi may be due to the trade-off between spore size and number®.
Because many ectomycorrhizal fungi develop large spores they are
expected to produce fewer spores, which in turn would appear less
frequently in airborne data. Note that typically both large and small
spores are unicellular and contain a single nucleus.

Our results demonstrate that the sampling of airborne DNA can
provide a synthetic, cumulative view of global fungal diversity across
individual substrates. This integrated view provides a huge step for-
ward in the understanding of the distributions and dynamics of the
whole fungal kingdom, which haslagged behind research in other major
organismgroups partially due to methodological difficultiesin survey-
ing fungi comprehensively. Overall our results show highly predictable
patterns of spatial and seasonal variationin airborne fungi and suggest
that the drivers of microbial community assembly are largely similar
to those determining the assembly of macroorganisms. Our results
highlight the role of temperature as an underlying driver of fungal
dynamics, with fungal diversity increasing with warmer climates and
sporulationactivity increasing with warmer days. This finding suggests
that global climate change with generally warming climates will have
amajor role in restructuring fungal communities.
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Methods

Sampling, sequencing and bioinformatics

For full details on study design and sample collection, DNA extraction
and sequencing, bioinformatic processing, as well as technical data
validation, see ref. 3. Here we summarize these steps.

The study design consists of 47 sampling sites, each equipped
with a cyclone sampler (Burkard Cyclone Sampler for Field Opera-
tion, Burkard Manufacturing Co Ltd; http://burkard.co.uk/product/
cyclone-sampler-for-field-operation). The sampling sites were
selected to represent local natural environments in which intensive,
continuous sampling was possible. The cyclone samplers collected
particles of greaterthan1 pminsize fromthe air directly into a sterile
Eppendorfvial, with average air throughput of 23.8 m* during each
24 h sampling period. Before the start of our global sampling, a field
test was performed to evaluate the quantity of fungal DNA collected
over different time frames. We also included field blanks handled with
and without gloves, in which the sampler was not activated, and the
Eppendorf vials were removed after 1 min and sealed. As a result of
the field tests we selected a 24 h sampling period and instructed the
participants to handle samples with gloves and to clean the cyclone
parts monthly.

We amplified the ITS2 region using PCR for 20 cycles with fusion
primersITS_S2F®,ITS3 and ITS4 (ref. 61) tailed with Illumina adaptors
andsequenced them onIlluminaMiSeq. Inthe MiSeq runs we included
two sets of negative control samples, introduced at the DNA extrac-
tion step and the PCR step, respectively. Of the 99 negative control
samples, 89% (88 samples) did not yield any reads of fungal origin.
The remaining nine negative control samples included a few fungal
reads (relative to the study samples) of relatively common OTUs, sug-
gesting infrequent cross-contamination. To test the robustness of the
results with respect to such cross-contamination, we repeated three
ofthe mainanalyses (variationin overall species richness, variationin
guild-specific species richness and joint-species distribution model-
ling) with data that we purposely contaminated with the observed
level of cross-contamination. To do so we added to the OTU reads of
eachfield samplethe OTUreads of arandomly selected negative con-
trol sample. We replicated the cross-contamination simulation for
tenindependent replicates, with the results being almostidentical to
those obtained from the original data (Supplementary Information
and Extended Data Figs. 4-6). To quantify the amount of fungal DNA
we applied a spike-in approach and converted the ratio of non-spike
versus spike sequences into semiquantitative estimates of DNA
amount®, Demultiplexed paired-end reads were trimmed, denoised
and chimera checked using Cutadapt v.4.2 (ref. 62), DADA2 v.1.18.0
(ref. 63) and VSEARCH v.2.22.1 (ref. 64). As a reference database we
used Sanger sequences from the UNITE v.9 database® supplemented
with the synthetic spike sequences. Sequences representing non-spike
ASVs*®*were aligned between the ITS3and ITS4 primer sites. Discarding
of sequences that did not match the full length of the model, or with
abitscorelessthan 50, resultedina 65,912 ASV x 2,768 sample matrix
of read abundance.

Due to the unsuitability of using ITS-based ASVs as proxies for spe-
cies®®, we developed a taxonomically guided clustering approach to
form species-level OTUs. We performed a probabilistic taxonomic
placement of ASVs with Protax-fungi*® witha 90% probability threshold.
Inaddition, sequences whose best match to UNITE Sanger sequences
was to a kingdom other than Fungi were annotated as potential
non-fungi. We applied constrained clustering by first forming cluster
cores by those ASVsthat had been assigned to taxa by Protax-fungi. We
then matched unassigned ASVs to the closest cluster core using opti-
mized sequence similarity thresholds. Finally, remaining unclustered
ASVs were clustered using de novo single-linkage clustering. These
de novo clusters were assigned to placeholder taxonomic names of
the form ‘pseudo{rank}_{number}. The final result of this process was

aread abundance matrix of 27,954 species-level OTUs x 2,768 samples,
along with taxonomic annotations at each rank from phylumto species,
including pseudotaxon placeholders.

The mean sequencing depth (total number of fungal and spike
sequences) among samples was 86,845 sequences per sample. Based
onrarefaction analyses presented in ref. 3 we discarded samples that
did not contain at least 10,000 sequencing reads, representing 1.8%
of samples. To avoid losing some OTUs detected in the most diverse
samples, we controlled for variationin sequencing depth by statistical
means rather than using rarefied values®’.

Weather and climate data

Weather variables were extracted from ERAS hourly data on single
levels dataset*? available at the Copernicus Climate Data Store (https://
cds.climate.copernicus.eu/cdsapp#!/home). To download weather
variables we used the R package ecmwfr®®. We downloaded hourly data
on (1) 2m_temperature—that is, instantaneous temperature (k) at2 m
height (henceforth termed temperature), (2) total_precipitation—
that s, precipitation (m) accumulated over a1h period (henceforth
termed precipitation), (3) 10m_v_component_of wind—that s, hori-
zontal speed (m s™) of air moving towards the north at a height of 10 m
and (4) 10m_u_component_of wind—that is, horizontal speed (ms™)
of air moving towards the east at a height of 10 m. The latter two vari-
ables (wind to north v and wind to east u) were combined to compute
wind speed by applying the formula~/v?+ u?. All four variables were
downloaded for the latitude range from —-80 to 80 degrees and longi-
tude range from -180 to 180 degrees for the period 7 May 2018 to
2 February 2021, which extended well past our study period. We then
averaged the hourly data to daily data and extracted data for the sam-
pling locations of our study. We downloaded climatic data using the
same tools but with the ‘sis biodiversity ERA5 global dataset’. As climatic
variables we included the 40-year averages (1979-2018) of annual_
mean_temperature (MAT), annual_precipitation (MAP), wind_speed
and aridity (MAI).

Extraction of spore size and trophic guild data

We extracted spore size and trophic guild data from the dataassembled
by Aguilar-Trigueros etal.**. Spore size data originate from species-level
taxonomic descriptions in Mycobank® (containing spore dimension
data for over 36,000 species) and include, for every fungal species,
the sizes of spores produced in both sexual and asexual cycles. The
trophic guild data consist of a compilation of recordings of fungal
functions across major databases (see ref. 54 for a detailed list of
compiled databases).

Connecting spore volume data to molecularly identified species is
not straightforward, because (1) some taxa were identified only to a
higher taxonomic level than species and (2) the spore volume data-
bases are not complete. For those OTUs identified to species level
and for which a spore volume estimate was available we used the
species-level estimate. When a species-level estimate was not avail-
able we used the genus-level estimate, computed as the average over
the species belongingto the focal genus. When a genus-level estimate
was not available we used the family-level estimate, computed as the
average over the genera belonging to the focal family. If a family-level
estimate was not available we considered the spore volume for the
focal species as missing data. We computed the community-weighted
mean (CWM) of log-transformed spore volume for each sample as the
average log-transformed spore volume over the species presentin the
sample. When doing so we distinguished between spores produced
duringasexual (that is, asexual spores) and sexual cycles (that is, sexual
spores), thus resultingin CWM sizes of both asexual and sexual spores.
We note that this analysis is based on the molecular classifications of
theITS2 sequencesrather than, for example, direct microscopy of the
sampled spores, and hence we cannot distinguish whether the spores
inthe samples were asexual or sexual. Therefore, these variables should
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beinterpreted as the mean size of the asexual or sexual spores of those
species present in the sample.

When assigning the trophic guild data we included only the most
common trophic guilds and grouped some of them (Extended Data
Table 2). We first matched those OTUs identified to the species level
and which matched a species in the database of Aguilar-Trigueros
et al.>*. In those cases for which an OTU was identified to only genus
level, or species-level identification was not available in the database,
we assigned from the database all trophic guild categories of the
species belonging to the focal genus; likewise, when the OTU was
identified only to the family level we assigned from the database all
trophic guild categories of the species belonging to the focal family.
As result, some OTUs were assigned to more than one trophic guild
and hence the classifications should be considered as potential guilds
towhichthe OTU may belong, often based on information borrowed
fromits relatives.

Variation in community composition

We conducted multivariate analyses at the site, rather than at the sam-
ple, level. For each site we measured the abundance of each taxon by its
prevalence—thatis, the proportion of samplesin which it was present.
We then computed the site-to-site community distance matrix using
either the Bray-Curtis dissimilarity index (using the vegdist function
of the R package vegan) or, alternatively, the unifrac distance (using
the UniFrac function of the R package phyloseq™) that accounted for
taxonomic relatedness among the taxa. As candidate environmen-
tal variables used to explain community dissimilarity we used MAT,
MAP, MAland mean annual wind speed, all averaged over the 40-year
period from1979 t0 2018. The reason for including only asmall number
of site-specific variables in the analysis is that, whereas the study is
globalin scope, it includes only 47 sites. The data thus hold limited
information on statistically disentangling the effects of many spatially
varying covariates. Instead, the main strength of the study lies in its
high temporal replication, which allowed us to identify effects of the
spatiotemporal covariates such as seasonality.

We visualized the community distance matrices with non-metric
multidimensional scaling (NMDS; using the metaMDS function of
the R package vegan) and illustrated the effect of each candidate
environmental variable on the ordination space (using the ordisurf
function of the R package vegan). To partition the variationin commu-
nity dissimilarity explained by spatial distance and by each candidate
environmental variable, we used linear models in which community
dissimilarity was explained by either geographic distance, environ-
mental distance or both. We computed the proportions of variance
explained by space alone, by environment alone and by shared effect
following Whittaker”.

Univariate analyses addressing how variationsin DNA amount,
species richness, spore size and trophic guild composition
depend on climate, season and weather

We fitted a series of mixed linear models with the R package Ime4
(ref. 73) for each of the following response variables: log(DNA
amount), log(speciesrichness + 1), CWM log(sexual spore size), CWM
log(asexual spore size) and log(number of species classified to each
trophic guild +1). For analyses concerning spore size we included
only samples that contained at least ten species, toreduce noise in the
response variables. In addition to conducting the analyses for CWM
computed for all species, we also repeated the spore size analyses with
restriction for basidiomycetes only and for ascomycetes only. These
additional analyses were motivated by the question of whether the
results were consistent among these two major groups.

As described in greater detail below, we considered four models
(CS1-CS4) of climatic and seasonal variation. In addition to the best-
supported model of climatic and seasonal variation we considered four
models (W1-W4) of weather variation, each of which further consisted

of 64 variants according to which weather variables they included. We
describe these model variants below and illustrate them conceptually
inSupplementary Information and Extended Data Fig. 7. We performed
model selection among these model variants with Akaike information
criterion (AIC) and used the explanatory powers of the models to assess
the proportion of total variation they explain.

Influence of climatic and seasonal variation. To evaluate the effects
of climatic and seasonal variation we considered the following four
nested models, described in order of increasing complexity.

1. Model CSI: nullmodel. The nullmodel does not include any ecologi-
cal predictors as fixed effects but includes log(sequencing depth)
forthe species richness model. To account for the study design with
multiple samples from the same locations, the null model includes
the site asarandom intercept.

2. Model CS2: climate dependence. In this model we assumed that the
response variable varies systematically with the MAT of the site.
Thus, we extended model CS1by including a fixed effect of MAT and
itssquare.

3. Model CS3: climate dependence and latitude-dependent seasonal-
ity. In this model we assumed that the response variable addition-
ally shows seasonal variation that systematically depends onlatitude.
We thus extended model CS2 by including as fixed effects the interac-
tionbetween latitude and seasonality. We modelled seasonality with
the periodic functions sin(z%) and cos(z%l),wheredis theJulian
day of the year. Because latitude is positive for the Northern and
negative for the Southern Hemisphere, we note that the interaction
between seasonality and latitude assumes opposite patterns of sea-
sonality inthe two hemispheres. Itis thus appropriate to account for
the 6 month difference in seasonality between the two hemispheres.

4.Model CS4: climate dependence and site-specific seasonality.
Model CS4 extends model CS3 by including the random effect of
the site not only in the intercept, but also as random slopes related
to seasonality. This model thus assumes that each site may show a
deviation from the systematic latitude-dependent variation in sea-
sonality, generated by somesite-specific effects notincludedinthe
model.

Influence of weather variation. The aim of these analyses was to
assess how the prevailing weather conditions influence the four
response variables. As weather-related covariates we used temperature,
precipitation and wind speed and added these covariates as additional
predictors to CS4, the most complex climatic model. Because weath-
er variables (especially temperature) follow seasonal patterns that
depend on latitude, using them as such would confound their effects
with those of the climatic and seasonal predictors. For this reason we
included the covariates as the difference between the actual values and
those expected based on latitude and season; henceforth we term these
temperature, precipitation and wind-speed anomalies. We calculated
these anomalies as the differences between the daily observed values
and the predictions of site-specific seasonality models (that is, model
CS4) fitted to each weather covariate. For example, the temperature
anomaly for a given day and site describes how much warmer (posi-
tive anomaly) or colder (negative anomaly) that site was compared
withwhat would be expected for that site in that season. Furthermore,
we note that the weather covariates may influence variation in fungal
communities through either their effect on detection (for example,
prevailing wind conditions during sampling) or their influence on pro-
duction of fruiting bodies and sporulation (for example, temperature
and humidity conditions over the past week). Because the timescales
atwhich climatic conditions influence spore production are generally
unknown and can vary among species, we computed the weather pre-
dictorsinthree alternative ways, averaging them over a period of either
1day, 1week or1 month before sampling. We considered the full set of
candidate modelsin which each weather covariate was either excluded



orincluded at the time scale of day, week or month. Because there are
three weather covariates and each of them has four options the number
of candidate models is 64, encompassing the null model in which no
weather covariates were included. In regard to how we assumed that
weather would influence the response variables we considered the
following four nested models, each of which included as baseline the
best-supported model of climate and seasonality.

1. Model W1: constant weather effects. Model Wlincludes in the fixed
effects the main effects of weather covariates.

2. Model W2: weather effects depend on the site. Model W2 extends
model W1 by also including in the fixed effects the interactions
between climatic variables (MAT and its square) and weather
covariates, as well asin the random effects the interactions between
site and weather covariates, thus allowing temperature anomaly
to have asite-specific effect that potentially varies systematically
with climate.

3. Model W3: weather effects depend on both the site and latitude-
dependent seasonality. Model W3 extends model W2 by also
featuring inclusion in the fixed effects the interactions between
latitude-dependent seasonality (the interaction between latitude
and periodicfunctions of the day of the year) and weather covariates,
thus allowing, for example, temperature anomaly to have a positive
effect in spring but negative effect in autumn.

4.Model W4: weather effects depend on both the site and site—
dependent seasonality. Model W4 extends model W3 by including
intherandom effects the effect of the site, and the slopes related to
interaction between seasonality and the weather covariates. This
model thus assumes that the effects of the weather covariates show
site-specific variationin both their mean effect and seasonality.

Seasonality in community composition

To characterize how seasonality in community compositionis depend-
ent on climate we computed for each site an index of seasonality in
community composition and then fitted a linear model in which we
regressed this index against the MAT of the site. To describe seasonal-
ity in community composition we examined how much more similar
pairs of samples were in terms of their community composition if
they were sampled from the same season compared with whether
they were sampled from different seasons. We considered a pair of
samples as belonging to the same season if they were taken at most
1monthapart, whereas we considered them asbelonging to adifferent
seasonifthey were taken 3 months (plus or minus halfa month) from
eachother. Asameasure of community similarity we used the Jaccard
similarity index, which we averaged over those pairs of samples that
contained at least five species. We then used an index of seasonality in
community composition calculated as the average Jaccard similarity
index for pairs of samples that were taken in the same season, minus
the average Jaccard similarity index for pairs of samples taken in a
different season. We accounted for the Jaccard similarity index for
pairs of samples that were taken in the same season to control for
possible variation in the baseline turnover and thus to extract the
sole effect of seasonality.

Joint-species distribution modelling of phylogenetic signal in
climatic and seasonal variation

To examine for phylogenetic signals in climatic and seasonal variation
we analysed the data with HMSC*”*. HMSC is a joint-species distribu-
tionmodel” thatincludes a hierarchical layer modelling how species’
environmental covariates relate to their traits and/or phylogenetic
relationships™. We restricted these analyses to the 485 species that
occurred in the data at least 50 times, and therefore had sufficient
data to estimate climatic and seasonal responses. As the response
variable we used the presence/absence of species at the level of the
sample, which we modelled through the Bernoulli distribution and
probit-link function. To measure climatic responses we included as

fixed effects the second-order polynomial of the MAT of the site. To
measure seasonal responses we also included as fixed effects the
interaction between latitude and seasonality that we modelled with
the periodic functions sin(2nd/365) and cos(2ntd/365), where dis the
Julian day of the year. To control for variation in sequencing depth
(that is, the number of sequences obtained for each sample) we also
included the log-transformed sequencing depth as fixed effect. To
control for repeated samples from the same sites we included the
site as arandom effect. To examine how species’ responses to the
predictors related to their phylogenetic relationships we included
in the HMSC model a taxonomic tree in which we assumed equal
branchlengths at the levels of phylum, class, order, family, genus and
species.

Wefitted the model with the R package HMSC” assuming the default
prior distributions*. We sampled the posterior distribution with four
Markov chain Monte Carlo chains, each of which was run for 37,500 iter-
ations of which the first 12,500 were removed as burn-in. The chains
were thinned by 100 to yield 250 posterior samples per chain and so
1,000 posterior samples in total. We examined the convergence of
Markov chain Monte Carlo by the potential scale-reduction factors™
of the model parameters. We examined the explanatory power of the
model through species-specific area under the curve” and Tjur’s R
metric® values, which provide complementary insights of predictive
performance®.

To quantify the phylogenetic signals of climatic and seasonal varia-
tionwe extracted four output variables for each species fromthe fitted
HMSC models: climatic sensitivity, optimal climate, seasonal sensitivity
and optimal season. We measured climatic sensitivity by the propor-
tion of variance explained by the second-order polynomial of the MAT
of the site. Similarly we measured seasonal sensitivity by the propor-
tion of variance explained by the periodic functions sin(21td/365) and
cos(2md/365). We multiplied the proportions of variance explained by
the predictors out of the explained variation by the proportion of vari-
ation explained by the model, the latter measured by species-specific
Tjur’s R?values. We measured optimal climate as the MAT at which the
second-order polynomial of the MAT was maximized, truncated to
values within the observed range of MATs. Because it is meaningful to
estimate the optimal climate only for species that show climatic varia-
tion, weincludedinthe analyses of optimal climate only those species
for which climatic sensitivity was at least 5%. Similarly we measured
optimal season by the day of the year on which the estimated linear
combination of the periodic functions sin(2md/365) and cos(2nid/365)
peaked, and included in the analyses of optimal season only those
species for which seasonal sensitivity was at least 5%. We then fitted
phylogenetic regression models for each of these four response vari-
ables and fitted the models with the R package nlme” using the gls
function, no covariates and the corPagel correlation structure. We
quantified the strength of the phylogenetic signal by the estimated
A parameter and estimated its statistical significance by the P value
of the comparison (performed by the analysis of variance function)
between models that included versus did not include the corPagel
correlation structure.

Reporting summary
Furtherinformation onresearch designisavailable in the Nature Port-
folio Reporting Summary linked to this article.

Data availability

All data used in this paper are available at Zenodo (https://doi.
org/10.5281/zenodo.10444737)%. GSSP data were downloaded from
Ovaskainen et al.. Climatic data were downloaded from the Coperni-
cus Climate Change Service Climate Data Store*? (‘ERAS hourly data
onsingle levels dataset’ and ‘sis biodiversity era5 global dataset’). We
extracted spore size and trophic guild data from data assembled by
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Aguilar-Trigueros et al.>*. Spore size data originate from species-level
taxonomic descriptions in Mycobank®.

Code availability

TheR pipeline that can be used to reproduce the results of this paper
is available at Zenodo (https://doi.org/10.5281/zenodo.10444737)%.
All analyses were conducted in R v.4.3.1 (ref. 82) with the packages
ade41.7-22,adespatial 0.3-23,ape 5.7-1,ecmwfr 1.5.0, geosphere 1.5-18,
Hmsc 3.0-14, jsonify1.2.2, kgc1.0.0.2,Ime4 1.1-35.1, lubridate 1.9.3, maps
3.4.2,MASS 7.3-60,ncdf41.22, nlme 3.1-162, phyloseq 1.46.0, phytools
2.1-1, raster 3.6-26, rgdal 1.6-7, scales 1.3.0, sjstats 0.18.2, tidyverse 2.0.0,
vegan 2.6.4, VennDiagram 1.7.3, vioplot 0.4.0 and wordcloud 2.6.
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A. Original data B. Contaminated data
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A. Original data B. Contaminated data

Extended DataFig. 6| Comparison of HMSC analyses with original data (A; replicated from Fig. 4a of the main document) and data contaminated with
sequences counts observed in negative controls (B). Theresults are shown for one of the tenreplicates of the contaminated datasets.
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Extended Data Table 1| Most common genera found in the GSSP data

Climatic zone All Polar- Temperate | Tropical-
continental subtropical
Phylum Order Genus % | Rank | % Rank | % Rank | % Rank
Ascomycota Capnodiales Cladosporium 53 |1 36 1 60 1 68 1
Ascomycota Pleosporales Ascochyta 40 | 2 19 3 50 |2 52 2
Ascomycota Pleosporales Alternaria 34 |3 18 4 43 3 40 | 4
Basidiomycota | Tremellales Cryptococcus 33| 4 22 2 39 | 4 38 6
Ascomycota Dothideales Aureobasidium 28 |5 12 10 38 |5 35 9
Basidiomycota | Polyporales Trametes 28 | 6 12 11 35 6 38 5
Ascomycota Pleosporales Phaeosphaeria 2517 15 7 32 8 27 13
Ascomycota Pleosporales Phoma 22 |8 09 28 26 13 36 7
Basidiomycota | Tremellales Dioszegia 22|19 16 6 32 7 15 48
Ascomycota Chaetothyriales | Capronia 22 | 10 13 8 29 |9 24 18
Basidiomycota | Cantharellales | Sistotrema 21|11 16 5 25 14 19 29
Ascomycota Helotiales pseudogenus 19 | 16 13 9 28 12 13 65
Basidiomycota | Filobasidiales Filobasidium 19 | 17 11 16 29 10 14 59
Ascomycota Pleosporales Periconia 20 | 14 07 49 18 | 32 41 3
Basidiomycota | Polyporales Phlebia 20 | 12 10 21 21 20 36 8
Ascomycota Capnodiales Pseudocercospora | 14 | 25 04 121 12 74 33 10

The table shows the prevalence (%) of each genus, computed as the fraction of samples in which it was detected, as well as the ranking of the genus in terms of its prevalence. The prevalences
and rankings are shown for all samples, as well as separately for the samples from each of the three climatic zones. Genera that rank in the top ten are highlighted, and only genera that ranked
in the top ten in at least one of the climatic zones are included.
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Extended Data Table 2 | The numbers of OTUs classified into trophic guilds used in this study

Trophic guild #0OTUs
Plant pathogen 12539
Saprotroph (including dung saprotroph) 10380
Wood saprotroph 4856
Endophyte 7480
Ericoid mycorrhizal 610
Ectomycorrhizal 1698
Animal pathogen (including human pathogens) 4109
Lichenized 494
Epiphyte 1316

Note that each OTU may be classified to more than one trophic guild and hence the sum of #0TUs over the trophic guilds exceeds the total number of OTUs detected in our study.
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Research sample

Sampling strategy
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The data were collected by the Global Spore Sampling Project (GSSP). The GSSP involves 47 sampling locations distributed across all
continents except Antarctica, with each location collecting two 24-hr samples per week, in most cases over a period of one year or
more. Sampling is conducted with a cyclone sampler, which orients itself in the direction of the wind and collects particles >1 um in
size from the air directly into a sampling tube with a single reverse-flow cyclone. For DNA sequencing, we targeted part of the
nuclear ribosomal internal transcribed spacer (ITS) region, which is the universal molecular barcode for fungi.

A research sample is one sampling vial, to which we collected by a cyclone sampler with 24-hr period the particles from the air.

We targeted to obtain uninterrupted weekly time-series data for at least one year (to cover the full season) from as many and as
globally representative locations as possible.

The authors collected the data by applying the cyclone sampler, as explained in the separate data paper.

As shown in Fig. 1AB of the manuscript, the sampling covers all continents except Antarctica, and it is most intensive in Europe. The
data from each site is a weekly time series, starting earliest in Autumn 2019 and continuing until beginning of 2021. There are some
gaps in the weekly sampling interval due to logistic constraints.

No data were excluded in the analysis (except for some specific analysis, as mentioned in the methods).

We have taken extra samples so that the reproducibility of empirical data can be addressed. These additional samples are stored but
not sequenced. All analyses can be reproduced by the codes provided in Zenodo (Abrego et al. 2024. Data and scripts for: Airborne
DNA reveals predictable spatial and seasonal dynamics of fungi. https://doi.org/10.5281/zenodo.10444737)

This is not relevant for the study because we targeted for regular (=weekly) samples to study seasonality. The globally distributed
sampling locations were not randomized as they were based on the research groups who expressed their willingness to take part to
the study (who are co-authors of the paper).

Blinding was not applicable for this study, as all analyses were conducted algorithmically with automated pipelines (provided in
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Field work, collection and transport

Field conditions The study involves 47 globally distributed sites. Their climatic conditions, as well as the weather conditions at the time of sampling,
are provided in the metadata.

Location Global.

Access & import/export  The methodology is based on air sampling and is thus completely non-invasive. All participating teams were responsible for obtaining
any relevant permits, such as a permit from the land-owner to place the cyclone sampler to the site over the sampling period (e.g.,
for the sampler placed at University of Helsinki, we obtained permit from the Viikki campus). Concerning the export/import of the
samples from the sampling locations to Canada, we searched but failed to find any legislation that would require permits to sample
air. Thus, while there are fairly strict rules on importing live animals/plants and soil, and on some food products, such as meat or
dairy products, we could not find restrictions on air samples.

Disturbance The methodology is based on air sampling and is thus completely non-invasive. Disturbance was thus restricted to researchers
visiting the sites.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems Methods
Involved in the study n/a | Involved in the study
Antibodies |Z |:| ChIP-seq
Eukaryotic cell lines |Z |:| Flow cytometry
Palaeontology and archaeology |:| MRI-based neuroimaging

Animals and other organisms
Clinical data

Dual use research of concern

XXX XXX X =
oot

Plants

Antibodies

Antibodies used Describe all antibodies used in the study, as applicable, provide supplier name, catalog number, clone name, and lot number.

Validation Describe the validation of each primary antibody for the species and application, noting any validation statements on the
manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines

Policy information about cell lines and Sex and Gender in Research

Cell line source(s) State the source of each cell line used and the sex of all primary cell lines and cells derived from human participants or
vertebrate models.

Authentication Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for
mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines Name any commonly misidentified cell lines used in the study and provide a rationale for their use.
(See ICLAC register)

Palaeontology and Archaeology

Specimen provenance Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the

issuing authority, the date of issue, and any identifying information). Permits should encompass collection and, where applicable,
export.

Specimen deposition Indicate where the specimens have been deposited to permit free access by other researchers.
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Dating methods If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where
they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are
provided.

|:| Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Animals and other research organisms

Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in
Research

Laboratory animals For laboratory animals, report species, strain and age OR state that the study did not involve laboratory animals.
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Wild animals Provide details on animals observed in or captured in the field; report species and age where possible. Describe how animals were
caught and transported and what happened to captive animals after the study (if killed, explain why and describe method, if released,
say where and when) OR state that the study did not involve wild animals.

Reporting on sex Indicate if findings apply to only one sex; describe whether sex was considered in study design, methods used for assigning sex.
Provide data disaggregated for sex where this information has been collected in the source data as appropriate; provide overall
numbers in this Reporting Summary. Please state if this information has not been collected. Report sex-based analyses where
performed, justify reasons for lack of sex-based analysis.

Field-collected samples | For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature,
photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data

Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration | Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol Note where the full trial protocol can be accessed OR if not available, explain why.
Data collection Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.
Outcomes Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

Dual use research of concern

Policy information about dual use research of concern

Hazards

Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented
in the manuscript, pose a threat to:

Yes
[] Public health

|:| National security
|:| Crops and/or livestock
|:| Ecosystems
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Does the work involve any of these experiments of concern:
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Plants

Demonstrate how to render a vaccine ineffective

Confer resistance to therapeutically useful antibiotics or antiviral agents
Enhance the virulence of a pathogen or render a nonpathogen virulent
Increase transmissibility of a pathogen

Alter the host range of a pathogen

Enable evasion of diagnostic/detection modalities

Enable the weaponization of a biological agent or toxin

Any other potentially harmful combination of experiments and agents

Seed stocks

Novel plant genotypes

Authentication

ChlP-seq

Report on the source of all seed stocks or other plant material used. If applicable, state the seed stock centre and catalogue number. If
plant specimens were collected from the field, describe the collection location, date and sampling procedures.

Describe the methods by which all novel plant genotypes were produced. This includes those generated by transgenic approaches,
gene editing, chemical/radiation-based mutagenesis and hybridization. For transgenic lines, describe the transformation method, the
number of independent lines analyzed and the generation upon which experiments were performed. For gene-edited lines, describe
the editor used, the endogenous sequence targeted for editing, the targeting guide RNA sequence (if applicable) and how the editor

was applied.
Describe-any-atthentication-procedures foreach seed stock- tised-ornovel-genotype-generated.Describe-any-experiments-used-to

assess the effect of a mutation and, where applicable, how potential secondary effects (e.g. second site T-DNA insertions, mosiacism,
off-target gene editing) were examined.

Data deposition

|:| Confirm that both raw and final processed data have been deposited in a public database such as GEO.

|:| Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links

For "Initial submission" or "Revised version" documents, provide reviewer access links. For your "Final submission" document,

May remain private before publication. | provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.

Genome browser session
(e.g. UCSC)

Methodology

Replicates

Sequencing depth

Antibodies

Peak calling parameters

Data quality

Software

Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to
enable peer review. Write "no longer applicable" for "Final submission" documents.

Describe the experimental replicates, specifying number, type and replicate agreement.

Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and
whether they were paired- or single-end.

Describe the antibodies used for the ChiP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and
lot number.

Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files
used.

Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.

Describe the software used to collect and analyze the ChiP-seq data. For custom code that has been deposited into a community
repository, provide accession details.
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Flow Cytometry

Plots

Confirm that:
|:| The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

|:| The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).
|:| All plots are contour plots with outliers or pseudocolor plots.

|:| A numerical value for number of cells or percentage (with statistics) is provided.
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Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the
samples and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell

population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

|:| Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

Magnetic resonance imaging

Experimental design

Design type Indicate task or resting state; event-related or block design.

Design specifications Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial
or block (if trials are blocked) and interval between trials.

Behavioral performance measures State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used
to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across

subjects).
Acquisition

Imaging type(s) Specify: functional, structural, diffusion, perfusion.

Field strength Specify in Tesla

Sequence & imaging parameters Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size,
slice thickness, orientation and TE/TR/flip angle.

Area of acquisition State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.

Diffusion MRI [ ] Used [ ] Not used

Preprocessing

Preprocessing software Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction,
segmentation, smoothing kernel size, etc.).

Normalization If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for
transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

Normalization template Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g.
original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

Noise and artifact removal Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and
physiological signals (heart rate, respiration).




Volume censoring Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

Statistical modeling & inference

Model type and settings Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and
second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).

Effect(s) tested Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether
ANOVA or factorial designs were used.

Specify type of analysis: [ | whole brain || ROI-based [ | Both

Statistic type for inference Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.

(See Eklund et al. 2016)

Correction Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).
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Models & analysis

n/a | Involved in the study
|:| |:| Functional and/or effective connectivity

|:| |:| Graph analysis

|:| |:| Multivariate modeling or predictive analysis

Functional and/or effective connectivity Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation,
mutual information).

Graph analysis Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph,
subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency,
etc.).

Multivariate modeling and predictive analysis Specify independent variables, features extraction and dimension reduction, model, training and evaluation
metrics.
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