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Abstract 
Forest inventory enables collection of essential data on forest attributes such as 
volume (VOL), aboveground biomass (AGB), species composition, age, and forest 
health. Knowledge about these attributes are vital for strategic and tactical forest 
management purposes, including planning timber harvests, conserving biodiversity, 
estimating carbon sequestration, and forecasting future yields. Forest inventory 
practices have evolved significantly over the past century along with the 
development of remote sensing (RS) assisted inventory approaches. This thesis 
focuses on using 3D RS data acquired from different platforms and with different 
remote sensors, for example - airborne laser scanning (ALS), digital aerial 
photogrammetry, and synthetic aperture radar. The individual papers focused on 
different forest regions and different spatial extents of acquired RS data for the 
prediction, estimation, and mapping of forest attributes such as, VOL and AGB, for 
various cases of model-based inference. The included papers have shown that, 3D 
RS data can be successfully integrated as auxiliary data and reference data within 
model-based inference frameworks. A combination of dense and sparse ALS data 
can be used for forecasting forest VOL growth through VOL models. Several 
methods are also employed in the individual papers to quantify uncertainty, 
including root mean square error, confidence intervals, and prediction intervals. 
Overall, this thesis concludes that 3D RS data is efficient for accurate forest attribute 
prediction, supporting cost-effective forest monitoring and management solutions. 
The integration of RS data into forest inventory practices continues to evolve, 
offering new opportunities for large-scale forest monitoring, resource management, 
and biodiversity conservation. 

Keywords: aboveground biomass, airborne laser scanning, digital aerial 
photogrammetry, forest inventory, synthetic aperture radar, uncertainty, volume, 3D 
remote sensing. 
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Abstract 
Skogsinventering möjliggör insamling av viktig data om skogsattribut som volym 
(VOL), biomassa ovan mark (AGB), artsammansättning, ålder och skogshälsa. 
Kunskap om dessa attribut är viktiga för strategisk och taktisk skogsförvaltning, 
inklusive planering av avverkning, bevarande av biologisk mångfald, skattning av 
koldioxidinlagring och prognoser för framtida avkastning. Skogsinventeringspraxis 
har utvecklats avsevärt under det senaste århundradet i takt med utvecklingen av 
fjärranalys (RS)-assisterade inventeringsmetoder. Denna avhandling fokuserar på 
användningen av 3D RS-data som samlats in från olika sensorer, till exempel 
laserskanning (ALS), fotogrammetri och syntetisk aperturradar, och från olika 
plattformar. De enskilda artiklarna fokuserade på olika skogsområden och olika 
rumsliga utsträckningar av insamlade RS-data för att förutsäga, skatta och kartlägga 
skogsattribut såsom VOL och AGB i olika fall av modellbaserad inferens. De 
inkluderade artiklarna har visat att 3D RS-data framgångsrikt kan integreras som 
hjälpdata i modellbaserade inferensramverk. Kombinationen av tät och gles ALS-
data kan användas för att prognostisera skogsvolymtillväxt genom volymmodeller. 
Flera metoder har också använts i de enskilda artiklarna för att kvantifiera osäkerhet, 
inklusive medelkvadratfel, konfidensintervall och prediktionsintervall. 
Sammanfattningsvis konstaterar denna avhandling att 3D RS-data är effektiva för att 
skatta olika skogliga attribut, vilket stöder kostnadseffektiva lösningar för 
skogsövervakning och förvaltning. Integrationen av RS-data i 
skogsinventeringsmetoder fortsätter att utvecklas och erbjuder nya möjligheter för 
storskalig skogsövervakning, resursförvaltning och bevarande av biologisk 
mångfald. 

 

Nyckelord: biomassa, luftburen laserskanning, fotogrammetri, skogsinventering, 
syntetisk aperturradar, osäkerhet, volym, 3D fjärranalys. 
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1.1 Forests in Sweden
The land covered by forests in Scandinavia is majorly boreal forest in the 
mainlands and alpine forest towards the mountainous regions. The boreal 
forests in Sweden are mostly dominated by Scots pine (Pinus sylvestris L.,
39.9%) and Norway spruce (Picea abies (L.) Karst., 39%), and rest covered 
with broadleaf and deciduous trees (Skogsdata 2024, 2024). Boreal forests 
act as the largest terrestrial carbon sink by covering almost 30% of the global 
forest area (Högberg, 2021). In Sweden, approximately 69% of the land area 
is covered by forests, and 58% of the toal land area is covered by productive 
forests (Roberge et al., 2023). In Sweden, 70% of the forests are under 
private ownership including private forest owners and companies (Skogsdata 
2024, 2024). The management practices have been developed over the years 
aiming towards sustainability, i.e., the goal to achieve forest resources being
used efficiently without compromising their ecological integrity. Sustainable 
forest management practices have been of importance, as forests act as 
carbon sinks.. Reliable forest data are necessary for fulfilling international 
reporting requirements and demonstrating compliance with emission 
reduction commitments, such as the Kyoto Protocol. Boreal forests are home 
to a wide variety of flora and fauna, some of which are endemic or 
endangered, which makes assessing and monitoring of such areas important.
As per the commitment towards sustainable forestry practices, a 
comprehensive forest inventory (FI) helps ensure that annual total volume 
(VOL) loss due to cuttings and mortality should not exceed the total growth.

1. Introduction
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1.2 Forest inventory
Accurate measurements from FIs of the size, species composition, age, and 
health of forest stands, enable foresters to make informed decisions about 
when and how much to harvest, ensuring the long-term health and 
productivity of the forest ecosystem. The wood-based forest industries 
include - timber, pulp, and paper production, all of which rely on accurate 
inventory data to optimize operations and plan for future supply chains. FI is 
an important component of sustainable forest management aiding in 
identifying critical habitats and biodiversity hotspots for conservationists to 
implement protective measures to preserve species and their habitats, and 
balancing commercial activities, providing detailed data for calculating 
carbon sequestration and emissions, and forecasting timber yields, assessing 
market conditions, and planning infrastructure investments.

Over a century, since 1923 the national forest inventory (NFI) has been
the main source of FI data collected over entire Sweden at different scales
covering gradients of management practices and climate zones aiming 
mainly to describe forest state and change conditions. The NFI is located at 
the Department of Forest Resource Management at the Swedish University 
of Agricultural Sciences (SLU). The NFI performs an annual inventory of
around 11,000 circular field sample plots, consisting of about 40% temporary 
(7 m radius) and 60% permanent (10 m radius) plots distributed 
systematically throughout the country. Trees with a diameter at breast height 
of at least 10 cm are measured on plots with 7 and 10 m radius. Trees with a 
diameter between 4 and 10 cm are measured on plots with 3.5 m radius, and 
trees below 4 cm diameter are measured on two small plots (of 1 m radius).
The permanent plots were introduced later in the NFI, in the year 1983, 
which lead to more precise estimation of temporal changes. FI of attributes, 
such as, VOL and aboveground biomass (AGB), are an important source 
of information for a variety of strategic, operational, and tactical forest 
management purposes. However, it is not practical for manual field 
inventories to be conducted contiguously across large areas. 

1.3 Statistical inference
Design-based and model-based inferences are the two main statistical 
frameworks that has been used in forest survey. The NFI surveys use design-
based inference for acquiring probability sample plots in a systematic 
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manner over Sweden (Fridman et al., 2014). The design-based inference does 
not assume any distribution for the population of the forest attribute of 
interest, unlike a model-based inference. 

A model-based inference used within forest survey presented by Matérn 
(1960), is an important example. It assumes an underlying distribution of the 
population or realization that is drawn from a super-population, i.e., a 
hypothetical population of which the reference dataset being observed is one 
realization. Model parameters are estimated and variables of interest are 
predicted based on the assumed underlying distribution and relationship 
between the data and the variable of interest  (Brewer, 1963; Royall, 1970; 
Cassel et al., 1977; Gregoire, 1998). 

A special case of model-based inference has been implemented in forest 
attribute prediction and estimations, when the model- and design-based 
inference features are combined and has been referred to as a hybrid 
inference framework (Corona et al., 2014; Ståhl et al., 2011a, 2016). 

1.4 Remote sensing data in forest inventory 
Model-based inference integrating remote sensing (RS) data have been and 
are being developed and applied to predict and map forest attributes, with the 
goal of providing an accurate, spatially continuous, and detailed information 
base for practitioners of forestry and ecosystem management. RS has played 
an important role over the last decades to acquire more information with 
fewer field sample plots and has been of interest to integrate RS data within 
FI practices ever since. 

The use of RS as auxiliary data in model-based inference was 
implemented for prediction of target variables by developing a link between 
the field reference target variable and information extracted from the RS 
data. Forest variables such as AGB and VOL are related to tree height which 
can be directly derived as three-dimensional (3D) information from remote 
sensors. Various RS data for extraction of 3D information have been tested 
for decades within model-based inference such as, digital aerial 
photogrammetry (DAP), laser scanning (LS), and synthetic aperture 
radar (SAR). 

LS (light detection and ranging (LiDAR)) is a source of active RS data. 
It measures the distance between the sensor and the object based on the time 
recorded between the emitted and reflected light pulse to reach the sensor. 
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Airborne LS (ALS) has been extensively used for forest mapping purposes, 
whereas, terrestrial and mobile LS (TLS and MLS, respectively) have been 
mostly used for research and construction industry. Data from ALS are
stored in two different ways: 1) Discrete returns or echoes captured as point 
clouds with each individual point or return having a 3D coordinate in space,
and 2) Full waveform data captured as a profile of all the returns for each 
emitted pulse (Mallet & Bretar, 2009). ALS can be used to measure the 
height of vegetation from the top returns, the multiple returns, and the ground 
returns from the reflected pulses.

DAP is based on image matching of aerial photographs, using the 
principle of stereo photogrammetry for deriving relative position of an object 
in the vertical plane (i.e., height of vegetation) from overlapping images by 
defining triangulated lines of sight (Kraus, 2007; Rahlf, 2017). Automated 
matching of corresponding points from overlapping images are done using 
various image matching algorithms (Haala et al., 2014). Forest parameters 
estimated from DAP combined with an accurate digital terrain model (DTM)
was observed by Bohlin et al. (2012), Nurminen et al. (2013), and Persson 
(2016), to be comparably accurate to estimates from ALS data (Rahlf, 2017).

SAR is often acquired from spaceborne platforms and is yet another RS 
data source from which 3D information of forest heights can be derived.
Height information can be derived using interferometric SAR (InSAR) or 
radargrammetry, two 3D reconstruction techniques using SAR, and they 
have been used for modelling and prediction of forest variables such as 
height and AGB (Solberg, Astrup, Bollandsås, et al., 2010; Solberg, Astrup, 
Gobakken, et al., 2010; Persson & Fransson, 2014; Soja et al., 2015b, 2015a; 
Solberg et al., 2013, 2015; Persson & Fransson, 2017). SAR data has gained 
importance in forest variable prediction and mapping due to being an active 
sensor able to penetrate clouds and overcome light constraints, providing 
large area coverage when acquired as satellite images, and their frequent 
acquisitions enabling multitemporal analysis. Phase height derived from the 
phase difference of two slightly differently positioned SAR images has been 
used for predicting vegetation height and other correlated attributes such as, 
VOL and AGB. Interferometry is also used for generation of digital elevation 
models (DEMs) (Balzter, 2001).

RS data can be implemented as auxiliary data in different approaches,
where the area-based approach (ABA) and individual tree crown (ITC)
approach are commonly used in model-based inference.
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1.4.1 Area-based approach
ABA for forest attribute prediction is based on the statistical relation of field 
measured reference data of field sampling units (multiple trees and other 
vegetation) and the independent variables extracted from the RS auxiliary 
data from the corresponding areas. The size of the field sampling unit is 
assumed to agree with the size of the area where the RS metrics are averaged.
AGB and VOL can be determined for example, by using the heights derived 
from ALS data (Kellndorfer et al., 2010). Initial studies using an ABA, for 
mean height and VOL predictions using laser returns, were, Nilsson (1996)
and Næsset (1997a, 1997b). Næsset (2002) estimated various forest stand 
characteristics - mean tree height, dominant height, mean diameter, stem 
number, basal area, and timber VOL using an ABA for regression analysis 
of canopy height and density metrics derived from small-footprint laser 
scanning across young and mature forest stands. The proposed two-stage 
method successfully predicted stand-level characteristics with most 
predictions being unbiased, and reasonable accuracy was achieved, as 
indicated by standard deviations of the differences between predicted and 
ground-truth values. It has been shown that forest attributes in boreal and 
alpine ecosystems can be predicted from ALS data using linear regression 
models (Næsset, 2004; Hollaus et al., 2009; Ståhl et al., 2011b; Bohlin et al., 
2011; Vastaranta et al., 2011; Lindberg, 2012; Saarela, 2015; Nilsson et al., 
2017), non-linear regression models (Saarela et al., 2016, 2018, 2020), non-
parametric approaches such as, nearest neighbour (NN), k-nearest 
neighbours (k-NN), and k-most similar neighbour (k-MSN) (Maltamo et al., 
2006; Packalén & Maltamo, 2007), and machine learning algorithms
(Esteban et al., 2019, 2020). Model-based prediction using ALS data in an 
ABA has been studied for alpine ecosystems (Nyström et al., 2012, 2013;
Næsset et al., 2019; Noordermeer et al., 2023), and similarly the use of DAP 
has been assessed (Naesset et al., 2021). A similar concept of large-area 
model-based predictions using an ABA and mapping of various forest 
attributes has also been tested with space-borne acquisitions of SAR images, 
example for forest height (Persson et al., 2013; Soja et al., 2015b; Persson & 
Fransson, 2017), VOL (Persson et al., 2017), and AGB (Persson & Fransson, 
2014; Soja et al., 2015a; Persson et al., 2017). However, the use of ALS data
as auxiliary RS data compared to X-band SAR data for the same scale of 
measurement has been proven to be more accurate for predicting AGB and 
VOL (Vastaranta et al., 2014; Yu et al., 2015; Persson & Fransson, 2017).
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Yet, the use of readily available satellite imageries are more cost- and time-
effective when compared to acquiring wall-to-wall ALS data for large areas.

1.4.2 Individual tree crown approach
Instead of working on ABAs, the use of ITCs allows the corresponding work 
to be carried out for single trees. Finding the local tree maxima in canopy 
height models followed by tree crown segmentation where the ITC
boundaries are defined. The RS data variables are then extracted for ITC 
segments to be used in the prediction models.

Hyyppä & Inkinen (1999) presented the segmentation of tree crowns  
from an ALS canopy height model which enabled segmentation of 
coniferous trees with 40-50% accuracy. Single tree diameter at breast height 
(DBH) and ITC height are important variables commonly derived in ITC 
approaches, which can be used to describe stem form and estimate VOL.
When working with ALS, a higher density of the ALS data has been an 
advantage for estimating the single tree attributes (Holmgren & Soderman, 
2002; Solberg et al., 2006; Vauhkonen et al., 2012; Lindberg, 2012; Lindberg 
et al., 2012; Holmgren & Lindberg, 2013; Strîmbu & Strîmbu, 2015; Eysn et 
al., 2015; Holmgren et al., 2022), and tree species (Holmgren & Persson, 
2004; Holmgren et al., 2008; Persson et al., 2012; Vauhkonen et al., 2014; 
Lindberg et al., 2021; Persson et al., 2022; Axelsson et al., 2023).

Both area-based and single-tree based models can be used for predicting 
wall-to-wall maps when the RS auxiliary data is available wall-to-wall. 
These maps of different forest attributes such as, VOL and AGB can be used 
for monitoring forest health and damage assessment, taxation of forest 
owners, planning of forest management practices, mapping of forest 
dynamics and other purposes by forest stakeholders. For cases when the 
auxiliary RS data is not available wall-to-wall, the RS based predictions can 
be used in hybrid inference to estimate forest attributes for the total/mean of 
an aggregated area. The VOL is an important variable for forest companies 
to have an idea of the total standing stock of forest, which can be used as 
timber for commercial purposes. The goal of a FI is to quantify the amount 
and type of forest resources and related attributes in a given area while the 
goal of forest mapping is to depict the spatial distribution of forest resources 
and related attributes (Corona et al., 2014).
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1.5 Uncertainty estimation
Detailed and accurate information about forest attributes are important for an 
effective management of forests and to avoid sub-optimal decisions and poor 
conclusions. Yet, errors are an inherent part of data collection both in manual 
field inventories and from remote sensors. These errors may arise due to 
various factors such as, measurement errors in the instruments, mistakes such 
as missing trees from inventory personnel, and poor environmental 
conditions during data acquisitions. Errors may also arise from misspecified 
models and the limitations due to the statistical design. Understanding and 
accounting for such errors is important and they can be separated into 
systematic and random errors.

Systematic errors, also known as bias, are consistent errors that occur in 
the same direction every time. These errors may arise from flaws in the 
measurement process, calibration of instruments, or underlying assumptions 
in the model hence affecting the accuracy of the predicted and estimated 
values. These errors can be corrected by instrument calibration or using 
correction factors derived from a comparison of measured and true values 
from prediction models.

Whereas, random errors describe the inherent variability in the data that 
cannot be described in the model. Unlike systematic errors, random errors do 
not have a consistent behaviour and tend to average out over many 
measurements. Bias and variance estimators are statistical approaches to
account for systematic and random errors, respectively.

Some uncertainty estimators follow:
1. Bias – a quantification of the systematic errors that hence is possible to

compensate for. For example, probabilistic sampling designs help
mitigate bias when measuring reference data for training models in
model-based inference. By ensuring each sample has a known probability
of selection, these designs provide a more representative dataset of the
super-population.

2. Root mean square error (RMSE) – is an aggregated accuracy estimate
for model predictions computed as the square-root of the average squared
differences between the reference and the predicted values of a forest
attribute of interest, integrating both systematic and random errors.
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3. Confidence interval (CI) – provides a range for the estimated mean
predicted values of forest attribute of interest. CI accounts for the
variability due to the randomness in the estimation of the model
parameters, e.g., the regression coefficients.

4. Prediction interval (PI) – provides a range for new predicted values of
forest attribute of interest accounting for the random variability of
estimating the model parameters, as well as the random variance in the
prediction of the new observation, making PIs wider compared to the
range of CIs.

5. Sampling variance – accounts for the variance due to the randomness in
a sample in design-based inference from a finite population. It measures
how much an estimate from one sample might differ from another sample,
even if both are drawn from the same finite population. The larger the
sample, the smaller the sampling variance tends to be, because larger
samples provide more information and reduce the impact of randomness
within the data.
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The overall aim of this thesis was to evaluate the use of model-based 
inference in association with multiple 3D RS data acquired from different 
sensors, RS platforms, and at different spatial extents, for predicting state 
and growth of forest VOL and related forest attributes for large-area 
operational forest management.

The specific objectives in the different papers included in this thesis were:
1. To evaluate and compare the precision of AGB estimates from a model-

based inference in treeline ecotone obtained using ALS and DAP as
auxiliary data and to assess the possibilities of using ABA (Paper I).

2. To compute and compare pixel-level prediction uncertainties in the
form of PIs for Gamma and Tweedie exponential dispersion models
implemented within a model-based inference framework for AGB
prediction using ALS data, and to compare methodologies for
computation of PIs (Paper II).

3. To use model-based inference for prediction and mapping of stand-level
forest VOL using TanDEM-X SAR images as auxiliary data across a
test site and evaluating the performance of models trained with stand-
level VOLs estimated from FI data and volumes estimated based on
combination of Swedish national laser scanning (NLS) and NFI data,
respectively (Paper III).

4. To demonstrate and evaluate an entirely RS-based two-phase FI
approach using sampled VHR ALS data and TLS data for mean VOL
estimations for a case of model-based inference when model- and
design-based features are combined (i.e., hybrid inference framework)
(Paper IV).

5. To present a large-extent RS-based forest VOL growth forecasting
workflow for operational use by evaluating transferability of VOL

2. Aims and objectives
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models using dense and sparse ALS data between two timepoints
(Paper V).
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3.1 Materials 

3.1.1 Study area 
The three test sites used in this thesis were located in a treeline ecotone in 
Norwegian mountainous region (Paper I), and in boreal forests in south-
central Sweden (Paper II), and central Sweden (Paper III, IV, and V). The 
site 1 (S1) has been used before for herbivory studies (Mienna et al., 2020, 
2022). The main tree species in S1 was mountain birch (Betula pubescens 
ssp. czerepanovii), along with a few individuals of rowan (Sorbus 
aucuparia), aspen (Populus tremula), Scots pine (Pinus sylvestris), and 
Norway spruce (Picea abies). The shrub species considered in this study 
were Salix lapponum, Salix glauca subsp. glauca, and Betula nana. Site 2, 
and 3 (S2 and S3) were productive boreal forests mainly dominated by Scots 
pine and Norway spruce with some extent of birch and other deciduous tree 
species. S2 has been an area of interest for mapping and monitoring of forests 
due to a significant ownership of the forest lands focusing on wood 
production and also due to past mining activities for copper, iron and silver 
ore in this region (International Model Forest Network » Bergslagen Model 
Forest, n.d.). S3 is a test-site owned and managed by Svenska Cellulosa 
Aktiebolaget (SCA), which has been of interest for testing RS-based 
methodologies for frequent monitoring of the forest state and change within 
the test-site. 

The summary and location of the sites have been presented in Table 1 and 
Figure 1. 

3. Materials and methods 
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Table 1. Summary of the study area

Paper Site 
number

Site name Lat, Long Area (in 
ha)

Forest type

I S1 Hol 60⁰42’N, 7⁰56’E 300 Treeline
II S2 Bergslagen 60⁰0’N, 15⁰0’E 500,500 Boreal
III, IV, V S3 Laxsjo 62⁰40’N, 17⁰0’E 50,000 Boreal

Figure 1. Study areas (S1, S2, and S3) used in this thesis.

3.1.2 Field inventory data
FI data were collected in the test sites following different sampling protocols.
The summary of the acquired field datasets have been presented in Table 2.
All trees in the sample plots in S1, S2, and S3, as presented in Table 1
(Section 3.1.1), were measured for DBH, whereas, a few sampled trees were 
also measured for height.
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For S1, the FI data (F1) were collected by tessellating the area into 100 
m2 grid cells and the average height (hmean) from the wall-to-wall ALS data 
was calculated for each grid cell. Grid cells were divided into ‘short woody 
vegetation’ (SHORT) (hmean < 1 m), and ‘tall vegetation’ (TALL) (hmean ≥ 1 
m). Twenty evenly distributed TALL grid cells were selected and circular 
field plots of 5.64 m radius were established in the centre of each grid cell.
For the SHORT stratum, 180 circular plots of 1.5 m radius were field 
surveyed. For S2, field data (F2) from 500 Swedish NFI plots were used.
The sample plots had a radius of 10 m and they were aggregated into clusters 
of 8 plots, systematically distributed across the area. For S3, the FI data (F3)
was acquired by SCA where approximately 8 circular sample plots of 8 m 
radius were laid systematically within each of the 30 stands. The distance 
between the sample plots differed depending on the size of the respective 
stands. The field data F4, was gathered in S3 by the research team involved 
in MISTRA Digital Forest task 1.2. Within the 4 ALS systematic strips, 32 
circular sample plots with a 10 m radius were randomly established, with 
approximately 8 plots per ALS strip.

The harvester data (F5) was acquired for 151 stands within S3 during 
logging operations. The sensors installed in the harvesters measure tree DBH 
and length until the top cut. The tree species is selected manually by the 
operator, and the final height is estimated by a combination of the measured 
length and estimates of the top length. The volume is estimated using 
species-specific model functions.

Table 2. Summary of the field data used.

Data-
set

Paper Site Acquir-
ed by

Plot size 
(radius 
in m)

Number 
of plots/ 
stands

Inventory 
year

Use*

F1 I S1 Research 
team

5.64 
(TALL);
1.50 
(SHORT)

20 plots 
(TALL);
182 plots 
(SHORT
)

2019 Tr, Te

F2 II S2 Swedish 
NFI

10 500 plots 2009-2011 Tr

F3 III S3 SCA 8 30 stands 2019 Tr

F4 IV S3 Research 
team

10 32
plots**

2019 Tr
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Data-
set

Paper Site Acquir-
ed by

Plot size 
(radius 
in m)

Number 
of plots/ 
stands

Inventory 
year

Use*

F5 III S3 Harvester — 151
stands

2019-2022 Te

*where, ‘Tr’ indicates dataset used for training prediction models, and ‘Te’ indicating
dataset used for testing or validating prediction models.
**used for TLS scans and no manual field inventory measurements were used from these 
plots.

3.1.3 Remote sensing data
The different RS data acquired from various platforms and sensors were 
utilised for computing area-based and individual tree metrics. A summary of 
the RS datasets have been presented in Table 3.

Optical aerial images (R1) captured by an unmanned aerial vehicle 
(UAV) in S1, were acquired in parallel flight lines with 80% overlap both 
laterally and longitudinally. Ground control point (GCP) markers were 
established throughout the test site to derive the positions and orientations of 
the images and point cloud generation using ‘lidR’ R package for 
implementing DAP.

The Norwegian NLS data (R2), was collected by Terratec AS with a point 
density of 2 points/m² in S1. The point clouds were normalized and 
classified. All vegetation echoes without applying any threshold for returns 
closest to ground were included in order to include vegetation growing 
parallel to the ground. The Swedish NLS data (R3a, R3b, and R3c) were 
acquired wall-to-wall by the Swedish National Land Survey (Lantmäteriet, 
2019), with a point density of 0.5–1 points/m², covering the years 2009–11, 
2012, and 2019, respectively. Area-based metrics for the corresponding plots
(F2) and stands (F3) were extracted using the Fusion software (McGaughey, 
2020). The raster generated from the point clouds for R3a were 18 × 18 m²
spatial resolution, which approximately corresponds to the area covered by 
the permanent NFI plots (circular with 10 m radius).

The very high resolution (VHR) ALS data (R4) was collected by Riegl 
LMS-Q680i sensor with a pulse repetition frequency of 400 KHz and a 
scanning frequency of 135 Hz. This data was acquired from a helicopter and 
with a point density varying between 490 and 654 points/m², and across 4
systematic strips (11 km × 80 m) laid 8.2 km apart.
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The TLS data (R5) scanned with a Trimble TX 8 laser scanner in Level 2 
mode, with a wavelength of 1.5 μm, was used for single scans (~3 minutes)
of trees from the centre of each plot. The TLS scans were conducted for F4
in each strip in S3.

A pair of TanDEM-X satellite images (R6) were acquired in horizontally 
transmitted and horizontally received (HH) polarization in strip-map mode.
InSAR processing technique was implemented to derive the phase height 
metric for F3 in S3.

The field measured attributes and the metrics computed from the RS 
datasets were used for developing models under regression analysis for 
predicting forest attributes.

Table 3. Summary of the RS data used.

Data-
set

Paper Site RS data Sensor Resolution Acqu-
isition 
year

Use*

Aerial images
R1 I S1 UAV

DAP
Sensefly 
S.O.D.A 
camera

55 points/m2 2019 Tr

ALS
R2 I S1 Norweg-

ian NLS
Riegl 
VQ-
1560i

2 points/m2

(λ=1064 nm)
**

2018 Tr

R3a II S2 Swedish 
NLS

Leica, 
Optech

0.5-1
points/m2

(λ=1064 nm)

2009-
2011

Tr

R3b V S3 Swedish 
NLS

Leica, 
Optech

0.5-1
points/m2

(λ=1064 nm)

2012 Tr

R3c III, V S3 Swedish 
NLS

Leica 
ALS80

1.5 points/m2

(λ=1064 nm)
2019 Tr, Te

R4 IV, V S3 VHR
ALS

Riegl 
LMS-
Q680i

490-654
points/m2

(λ=1550 nm)

2019 Tr

TLS

R5 IV S3 TLS Trimble
TX 8

(λ=1500 nm) 2019 Tr
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Data-
set

Paper Site RS data Sensor Resolution Acqu-
isition 
year

Use*

Satellite images

R6 III S3 TanDEM
-X

X-band
SAR
(HH)**
*

2.5 (slant) × 
3.3 (azimuth) 
m2

(Resampled 
to 10 m2)

2015 Tr

*where, ‘Tr’ indicates dataset used for training prediction models, and ‘Te’ indicating
dataset used for testing or validating prediction models.
**λ is the wavelength.
***horizontal co-polarization was used.

3.2 Methods

3.2.1 Model-based inference overview
The implementation of model-based inference in association with RS 
datasets can be described overall as, incorporating a pre-processed reference 
dataset of the target variable, which can be acquired from manual field 
inventories or RS data (e.g., TLS, wall-to-wall rasters of Skogliga grunddata 
(low-density (LD) ALS) estimates) from the real population that can be seen 
as a single realization from a larger, hypothetical super-population, as 
represented in Figure 2. For past decades RS data have been used as auxiliary 
dataset. Similarly, in the current methodologies of the papers included in this 
thesis, 3D RS data has been used as auxiliary dataset. Followed by 
developing a regression model by linking the reference data and the auxiliary 
data for prediction of the target variable (e.g., AGB and VOL in this case).
RS data with high spatial resolution enable models to make predictions at 
fine spatial scales given the reference data is available at the same fine spatial 
resolution. It also facilitates in understanding spatial patterns and 
heterogeneity within the study area, which is vital for ecological studies, 
land-use planning, and resource management. Regression models involving 
RS datasets can integrate data from multiple remote sensors (e.g., optical, 
radar, LiDAR) along with other anciliary information, e.g., climate data, soil 
type data, or topographic data in order to improve the accuracy and reliability 
of predictions.
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The predicted values can be validated and evaluated for accuracy
assessments, i.e., estimates of uncertainty, or presented as statistical plots.
The individual papers deal with how the model-based inference was 
implemented or modified depending on the spatial extent, spatial resolution, 
and acquisition platform of the RS datasets. The model performances were 
evaluated using different statistical approaches, such as, computation of
estimates and predictions together with corresponding CIs and PIs, 
respectively. Further improving model performances by introducing new 
reference datasets, combining probability sampling of the auxiliary variables
with the model, and by transforming the explanatory variables itself.

Figure 2. Conceptual view of a model-based inference implemented in this thesis.

3.2.2 Implementation of model-based inference and uncertainty 
estimation

In Papers I-II, regression models were developed based on field reference 
data and wall-to-wall auxiliary 3D RS data for AGB predictions in treeline 
and boreal ecosystems, respectively. In Paper I, model-based inference
using a multiple linear regression (MLR) model was implemented by 
combining and comparing field reference data with auxiliary DAP and ALS 
datasets using an ABA. In Paper II, generalized linear models (GLMs) with 
different underlying exponential dispersion models namely, Gamma and 
Tweedie, were implemented within a model-based inference using ABA. In 
Papers III-V, MLR models were implemented to estimate VOL. Different 
transformations of the response and the explanatory variables were used to 
linearize the relationships. In Paper III, MLR models for InSAR data 
acquired wall-to-wall were developed and assessed by training the models 
using different reference datasets. In Paper IV, a MLR model was 
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implemented for hybrid inference, which is a special case of model-based 
inference. In Paper V, the model involved in the VOL growth forecasting 
approach was evaluated for transferability between two timepoints by 
manipulating the properties of the explanatory variables.

The uncertainty estimators described in Section 1.5 were incorporated in 
the different papers as:
1. The bias in observations were handled by implementing probability

sampling techniques for acquiring reference data (Papers I-V) and RS
auxiliary data (Paper IV, V).

2. The model accuracies for the developed MLR models (Papers I-IV) were
evaluated based on the RMSE, expressed as,

RMSE =  ටଵ௡∑ ௜ݕ) − ො௜)ଶ௡௜ୀଵݕ (1)

where, ݊ is the number of observations, ݕ௜ are the reference values, andݕො௜ are the predicted values. As the VOL model used in Paper V was pre-
developed for LD ALS estimations, therefore, the model accuracy was 
not evaluated explicitly.

3. The accuracy of the mean AGB estimatesቀAGB෣തതതതതതቁfor a treeline ecotone (in
Paper I) was expressed by computing CIs around the mean AGB
estimates, represented as,CI = AGB෣തതതതതത ± ෞ݁ݏ) × 1.96) (2)

where, ݏෞ݁ is the standard error and 1.96 indicates a 95% CI.

4. PI derived based on Hattab (2016), was implemented to account for the
uncertainties for predicted AGB values (in Paper II) for a GLM assuming
Gamma distributions in a boreal forest stand, represented as,

PI = ቆ ෠ீ(బ.బమఱ)൫௫బᇲఉ෡൯మଶ௥̂ , ෠ீ(బ.వళఱ)൫௫బᇲఉ෡൯మଶ௥̂ ቇ (3)
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where, ܩ෠(଴.଴ଶହ) andܩ෠(଴.ଽ଻ହ) are the quantiles of a Chi-squared distribution
(i.e., a special case of a Gamma distribution), ̂ݎ is the estimated shape 
parameter of Gamma regression model, ଴ݔ is the explanatory variable,
and መߚ is the estimated vector of the model coefficients.

5. Sampling variance was computed for the design-phase ෢ݎܸܽ) ௗ௣) within the
hybrid inference framework (in Paper IV), that can be represented
generically as,ܸܽݎ෢ ௗ௣ = ෢ݎܸܽ ൫ ෠ܸୗ୧୲ୣ൯ = ଵ௃ ݏ̂ ෠்಻ଶ (4)

where, ෠ܸୗ୧୲ୣ is the predicted VOL per hectare for the entire test site, J is 
the total number of strips, and ̂ݏ ෠்಻ଶ is the estimated standard deviation for
the estimated total VOL.

3.2.3 Mapping and Estimating Aboveground Biomass in an Alpine 
Treeline Ecotone under Model-Based Inference (Paper I)

In Paper I, wall-to-wall auxiliary RS data from both DAP (R1) and ALS 
(R2), as presented in Table 3 (Section 3.1.3), were acquired for the test site, 
S1, as presented in Table 1 (Section 3.1.1), along with plot-level field 
reference data (F1), as presented in Table 2 (Section 3.1.2). A case study 
using linear regression models within a model-based inference with an ABA 
was implemented for prediction and mapping of AGB for SHORT and TALL 
vegetation strata.

The DAP point clouds were corrected for negative height values due to 
the inaccuracy of the DAP system and positioning of the GCP markers. This 
correction was done by interpolating ALS points for the DAP GCP locations 
and deriving a correction factor from the difference between the ALS and 
DAP ground points, which was then used for correcting all the DAP point 
clouds. The area-based metrics were derived from both ALS and DAP for 
TALL and SHORT strata separately, which included height percentiles, 
densities, standard deviation of the heights, skewness, and kurtosis.

Linear models for both sets of RS data and vegetation strata were fitted 
between the field reference AGBs and the metrics derived from ALS and 
DAP point clouds. A scale-independent metric, i.e., mean vegetation height
(hmean) was selected as the explanatory variable for the models for SHORT 
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stratum, whereas, 90th height percentile (h90) was selected as the explanatory 
variable for the models for TALL stratum, represented in equation (5) and 
(6), respectively,AGB = ଴ߙ ଵℎ୫ୣୟ୬ߙ + + ߝ (5)AGB = ଴ߚ + ଵℎଽ଴ߚ  + ߜ (6)

where, ௜ߙ and ௜ߚ  are the model coefficients, i is the number of model
parameters, and ε and δ are the random error terms.

The mean estimated AGB ቀAGB෣തതതതതതቁ for both strata individually and also for
the entire area was computed as presented below,

AGB෣തതതതതതு = ୅ୋ୆෣തതതതതത౐ఽైై.஺౐ఽైైା ୅ୋ୆෣തതതതതത౏ౄో౎౐.஺౏ౄో౎౐஺ಹ (7)

where, A is the area, and the subscripts TALL, SHORT, and H denote the 
TALL stratum, SHORT stratum, and the entire area, respectively.

The uncertainty of the mean estimates were presented as ݏෞ݁ derived using 
parametric bootstrapping for 50,000 bootstrap samples. Parametric 
bootstrapping is a flexible non-parametric method that does not require 
assumptions about the underlying distribution of the data. It can be applied 
in situations where obtaining an independent validation dataset is difficult or 
expensive. This method also helps to assess the variability of a model by 
resampling the original data multiple times, which can enhance the model 
reliability. The number of iterations (corresponding to the number of 
bootstrap samples (N୔୆)) were checked with a ݏෞ݁ stabilization indicator. Theݏෞ݁ were computed for individual strata and the entire area by the following 
equations (8), and (9),

ෞ݁ݏ = ට ଵ୒ౌాିଵ  ∑ ቀAGB෣തതതതതത௞ − AGB෣തതതതതത୔୆ቁଶ୒ౌా௞ୀଵ (8)

ෞ݁ுݏ = ට൫௦௘ෞ౐ఽైైమ .஺౐ఽైైమ ା௦௘ෞ౏ౄో౎౐మ .஺౏ౄో౎౐మ ൯஺ಹమ (9)
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where, AGB෣തതതതതത୔୆ is the mean of the AGB prediction from k iterations of
bootstrap samples ቀAGB෣തതതതതത௞ቁ.

3.2.4 Computation of Prediction Intervals for Forest Aboveground 
Biomass Predictions using Generalized Linear Models in a
Large-extent Boreal Forest Region (Paper II)

In Paper II, a case study with model-based inference using exponential 
dispersion models with an ABA was implemented for prediction and 
mapping of AGB for a large-extent boreal forest test site. Wall-to-wall 
auxiliary RS data from low-density ALS (R3a), as presented in Table 3
(Section 3.1.3), was acquired for the test site S2, as presented in Table 1
(Section 3.1.1), along with plot-level field reference data (F2), as presented 
in Table 2 (Section 3.1.2).

The wall-to-wall ALS data was processed following point cloud 
classification, height normalization, and feature extraction where area-based 
metrics similar to Paper I were derived. Gamma and Tweedie distributions 
were assumed for the generalized linear regression models (GLMs) to 
incorporate positive, continuous, and right-skewed AGB distribution. The 
GLMs were developed relating to the ALS metrics, as expressed in equation 
(10), ୅ୋ୆೔ߟ = ଴ߚ + ଵℎଽ଴ߚ  + ݒଶߚ  + ଷ(ℎଽ଴ߚ × (ݒ + ߝ (10)

where, ℎଽ଴ is the 90th height percentile, ݒ is the vegetation ratio, ℎଽ଴ × ݒ is
the interaction term between the former ALS metrics, ୅ୋ୆೔ߟ ଵ((௜ܤܩܣ)ܧ)= ଶ⁄ is the ‘sqrt’ (squareroot) link function, ௜ߚ are the model
coefficients, i is the number of model parameters, and ߝ is the random error 
term.

Followed by the model development, PIs were computed using two 
methods for the Gamma GLM with a ‘sqrt’ link function: 1) R package 
‘ciTools’, and 2) PIs derived through asymptotic theory, as presented in 
equation (3). Whereas, only an extended version of the R package ‘ciTools’
was used for computing PIs for the Tweedie GLM.
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3.2.5 Comparing TanDEM-X InSAR Forest Stand Volume Prediction 
Models Trained using Field and ALS data (Paper III)

In Paper III, wall-to-wall auxiliary RS data from TanDEM-X SAR was
acquired for the test site S3, as presented in Table 1 (Section 3.1.1), along 
with stand-level reference data collected through FI (F3), as presented in 
Table 2 (Section 3.1.2), and VOL estimates based on NFI and low-density 
ALS data (R3c), as presented in Table 3 (Section 3.1.3). VOL estimates have 
been of great importance to forest owners for measuring forest products such 
as timber, and acquisition of FI data is more time and labour intensive, 
especially in remote areas. A case study using model-based inference with 
an ABA was implemented for prediction and mapping of VOL using 
regression models to enable frequent upscaling of the estimates for larger 
spatial extents using satellite images to obtain results from digital FI for uses 
in forest management practices. The regression models were evaluated based 
on different sets of reference data – VOL estimates from FI (F3) (model A) 
and VOL estimates based on NFI and LD ALS data (R3c) (model B). The 
VOL estimated from ALS and NFI data for training model B allows us to 
use data that is available for entire Sweden, unlike collecting reference data 
from separate FIs, that might limit the implementation of the VOL regression 
models in different test sites in Sweden. Use of TanDEM-X images make the 
model predictions convenient to upscale to larger areas and giving the 
possibility of updating the predictions more frequently.

The VOL values were extracted for the corresponding stand areas which 
were then used for training the VOL regression model B. The explanatory 
variables were derived from products of InSAR processing of R6, and only 
phase height was selected for the regression analysis (models A and B), as 
represented in equation (11),VOL = ଴ߚ ℎ଴.ହ݌ଵߚ + + ߝ (11)

where, VOL is the stand-level volume (F3 and R3c), ௜ߚ are the model
coefficients, i is the number of model parameters, ph is the interferometric 
phase height, and ɛ is the random error term.

The regression models A and B were validated using a set of harvester 
data (F5), as presented in Table 2 (section 3.1.2), available over 151 
independent stands in S3 which were priorly categorized into thinned (28 
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stands) or clear-felled (123 stands) classes, and only the clear-felled stands 
were considered in the validation dataset. 

3.2.6 Large scale Forest Inventory using Digital Methods (Paper IV) 
In Paper IV, the use of digital FI for a special case of model-based inference 
in the test site S3, as presented in Table 1 (Section 3.1.1), was evaluated for 
estimation of VOL. The regression model was implemented in combination 
with probability sampling based acquisition of auxiliary RS data R4, as 
presented in Table 3 (Section 3.1.3). Digital FI has been of interest for use in 
frequent updates of forest attribute maps without the need to involve manual 
field measurements. In some circumstances RS data can be acquired as 
probability samples instead of wall-to-wall, for example, when acquisition 
of wall-to-wall high density ALS data is costly, enabling only limited 
estimations of the mean and total of a forest stand. A methodology of large 
scale digital FI for the estimation of VOL was demonstrated within a hybrid 
inference framework using ITC approach.  

In the hybrid-inference framework, four strips of dense ALS data (R4) 
served as auxiliary RS data. The R4 was processed similarly for point cloud 
classification, and normalization, as in Papers I and II, followed by 
implementation of a watershed segmentation algorithm for ITC approach and 
feature extraction for the ITC segments. Tree-level model was established by 
linking TLS-derived variables from R5 (acquired only within F4) to the 
metrics derived from R4, as expressed in equation (12), (VOL୘୐ୗ)଴.ଶ~α଴ + αଵ(ℎଽହ × (୬ୱୢܥ + αଶܥୟ୰ୣୟ      (12) 
 
where α௜ are the model coefficients, i is the number of model parameters, ℎଽହ 
is the 95th height percentile derived from R4, ୢܥ୬ୱ is the ITC density 
computed as the ratio of number of points above height cut-off/number of all 
returns, and ܥ௔௥௘௔ is the area of the ITC segment projections. 

A modified design for sub-dividing the ALS scanned strips was exhibited 
in this paper, as shown in Figure 3. The predicted VOL values were up-scaled 
using a ratio-to-size estimator and the mean and total VOL values were 
estimated for the entire test site (S3). The accuracy of the estimated mean 
VOL was expressed as ݏෞ݁. The design-phase variance was estimated using a 
simple random sampling (SRS) variance estimator, and a variance estimator 
by Heikkinen (2006). 
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Figure 3. Shows the division of the strips into smaller grid cells at regular spatial 
intervals, selected systematic samples of 38 grid cells represented in black.

3.2.7 Forest Volume Growth Forecasting with Fusion of Dense and 
Sparse Airborne Laser Scanning Data (Paper V)

As mentioned in the previous Papers III-IV, the importance of VOL as a 
forest attribute of interest for stakeholders, making up-to-date VOL maps 
available enables making sound decisions and forest management plans. In 
Paper V, a methodology for the use of regression models for forest VOL 
growth prediction in terms of updated VOL maps for a large-area test site 
(S3), as presented in Table 1 (Section 3.1.1), was demonstrated. The 
independent variables, i.e., the ALS metrics from the LD ALS Skogliga 
grunddata VOL regression models were forecasted by combining systematic 
scanning strips of up-to-date dense ALS data (R4) with wall-to-wall pre-
dated ALS data (R3b), as presented in Table 3 (Section 3.1.3), using 
histogram matching approach. The forecasted independent variables were 
incorporated in the LD ALS VOL regression models, as presented in 
equation (13). The LD ALS VOL regression models were evaluated for the 
accuracy of generating wall-to-wall forecasted VOL maps.

√VOL = ො଼଴ݍ + ଽହ̂݌ + ݏ̂ (13)
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where, ݍො଼଴ is the product of estimated 80th height percentile (଼̂݌଴) and the
vegetation ratio above 1.5 m, ̂݌ଽହ is the 95th height percentile, and ̂ݏ is the
vertical standard deviation of all values above 1.5 m.

The processed R4 data from Paper IV was used as timepoint-2 (2019) data
and R3b was used as timepoint-1 (2012) data, with the 2 timepoints being 7 
years apart. The RS data R3c from 2019 was used as the validation dataset. 
Point clouds from all three datasets from 2012 and 2019 were re-processed 
with similar parameters, such as, height cut-off value ranging between 1.5 –
35 m above ground and scan angles ranging between ±19°.

A forest mask layer was used to mask out all non-forest areas from all the 
RS data. In the developed workflow, histogram matching was implemented 
between LD ALS 2012 and dense ALS 2019 data by accounting for the 
growth of 7 years. The look-up table (LUT) generated from the histogram 
matching step was then used to forecast the entire wall-to-wall rasters for 
each ALS metrics that would correspond to the growth up to timepoint-2. 
The forecasted ALS metrics were then used in the VOL regression models 
in order to predict wall-to-wall forecasted VOL map.

The above-mentioned workflow for forecasting VOLs was tested for: (i)
histograms of every individual metric, e.g., ݍො଼଴, ݏ̂ ଽହ, and̂݌ extracted from
LD ALS TP2 were matched with the histograms of the same metrics derived 
from LD ALS TP1 data, and (ii) histograms of every individual metric, e.g., ݍො଼଴, ݏ̂ ଽହ, and̂݌ extracted from very high density (VHD) ALS data from TP2
were matched with the histograms of the same metrics derived from LD ALS
TP1, for each: (a) case A and (b) case B. The cases A and B stand for: A) 
forest change mask implemented, and B) forest change mask not 
implemented for LD ALS and VHD ALS rasters. Where, the forest change 
mask consisted of the clear-felled and harvested forest patches.
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The papers included in this thesis involve evaluation of model-based
inference implemented for various cases of auxiliary 3D RS data acquisitions
and for use in different spatial extents applicable for the use in forest 
management planning and practices. In Paper I, the accuracy of AGB 
regression model was observed to be higher by 2.7% for model-based case 
using wall-to-wall auxiliary ALS data compared to the model using DAP
data for TALL vegetation stratum, but 36% lower for the SHORT vegetation 
stratum in a treeline ecotone. In Paper II, a model-based case with wall-to-
wall ALS data for AGB prediction was tested for a larger productive boreal 
forest area with an accuracy of 25-26%. Followed by evaluating ALS as
reference data for a model-based case in Paper III, when used in 
combination with height information extracted from TanDEM-X SAR data.
It was observed to further improve the accuracy of the regression model by 
3.6%, compared to the results from Paper II. The improved accuracy might 
be due to field measurements being averaged over a larger area, i.e., a forest 
stand instead of a plot, which might result in reduced local variation, 
measurement errors, and effects of spatial auto-correlation (SAC). In Paper 
IV, a dense ALS data acquired as probability samples in the first-phase 
sampling was used as auxiliary data for VOL regression modelling, in a 
special case of model-based inference referred to as, hybrid inference 
framework. The overall accuracy when the VOL regression model was used 
in combination with probability samples of RS data increased further by 3.9-
17.4% compared to the results from Paper III. The increase in accuracy of 
estimated total VOL also varied between the naïve design and the modified 
approach. In Paper V, the VOL regression models from LD ALS were 
evaluated when forecasted independent variables from histogram matching 
process were incorporated in the models. The summary of statistics from the 
different papers are presented in Table 4.

4. Results and discussion
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Table 4. Summary of statistics for Papers I-IV.

Paper Model RS data Approach R2 RMSE rel.
RMSE

AGB (Mg ha−1)
I TALL ALS ABA

(5.6 m radius)
0.47 12.4 Mg ha−1 41.1%

DAP 0.43 12.8 Mg ha−1 43.8%
SHORT ALS (1.5 m radius) 0.15 2.47 Mg ha−1 154%

DAP 0.27 2.28 Mg ha−1 118%
II Gamma ALS ABA

(10 m radius)
0.84 22.6 Mg ha−1 25.9%

Tweedie ALS 0.88 21.7 Mg ha−1 25.0%

VOL (m3 ha−1)
III A* SAR ABA

(8.0 m radius
in 30 stands)

0.58 46.5 m3 ha−1 22.3%
B** SAR 0.60 44.6 m3 ha−1 21.4%

IV VOL ALS ITD — ෞ݁ݏ = 4.65 
m3ha-1

%ෞ݁ݏ =
4.04%

*model trained using volumes measured from F3.
**model trained using volumes computed based on volume estimates from R3c.

Evaluation of conventional models trained with manual FI data in Papers 
I-II lead the step ahead to the need to implement and test the use of RS-based
estimates as reference data for regression models. In Paper III, the model-
based inference case was evaluated by combining reference data extracted
from available VOL estimates, derived using low-density ALS scans and
NFI data, and InSAR phase height information. It was found to be
performing similarly well compared to conventional ABA model-based
inferences involving manual field measured data. A progress towards a
completely RS-based digital FI workflow for the future of the forest industry
without compromising on the accuracy of the forest attribute predictions was
indicated. Even when shifting towards a digital FI workflow, there might be
limitations regarding the cost of data acquisition, which is more significant
for acquiring wall-to-wall large-area ALS data for use in a model-based
inference framework, when compared to that of satellite images. Considering
the higher accuracy of ALS data but also the high cost of acquiring wall-to-
wall dense ALS data for large areas, the hybrid inference approach in Paper
IV, is proposed for when the auxiliary RS data is not acquired wall-to-wall.
The modified systematic sampling design was observed to have a positive
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impact on the accuracy of forest VOL predictions. The impact of SAC was 
handled by empirically analysis conducted at different spatial intervals for
predicted forest VOL values. Overall, the RS-based two-phase FI
methodology demonstrated improved and precise predictions for canopy 
structure-related variables at an operational level. Since, the state of forest 
might change between longer intervals of field or RS data acquisition, 
regular and frequently updated maps are of great importance for the purpose 
of forest monitoring and management operations. The efficiency of model-
based inference was further explored when the LD ALS VOL models were 
implemented with forecasted independent variables derived from recent ALS 
scans in Paper V. The sampled dense ALS data was combined with an earlier 
version of LD ALS data for forecasting growth of forest VOL. The use of 
the sampled dense ALS data was seen to provide similar forecasted mean 
VOL estimates when compared with VOL estimates from wall-to-wall ALS 
data. The specific results and the corresponding discussions of the individual 
papers are presented in Sections 4.1-4.5.

4.1 Mapping and Estimating Aboveground Biomass in an 
Alpine Treeline Ecotone under Model-Based 
Inference (Paper I)

ALS data has been used for prediction and mapping of forest attributes due 
to its metrics being strongly related to forest attributes such as, VOL and 
AGB. Paper I was a pilot case study where ALS and DAP were evaluated 
for using them as auxiliary data for inventorying AGB of treeline ecotone 
shrubs and low growing trees with a model-based inference. Due to the 
presence of low and irregularly growing vegetation the prediction 
uncertainties were higher, as shown in the scatterplots in Figure 4, compared 
to other studies (Ståhl et al., 2011a, 2011b; Maltamo et al., 2016; Nilsson et 
al., 2017).
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Figure 4. Scatterplots representing the relation between the ground reference AGB and 
predicted AGB values for: (a)ALS-TALL, (b) DAP-TALL, (c) ALS-SHORT, and (d) 
DAP-SHORT.

The inclusion or elimination of trees growing around the plot edges also 
seemed to have an impact on the accuracy of the predictions especially for 
the SHORT stratum because of the smaller plot size. It has also been 
observed before that the increase in positional errors decrease the estimation 
accuracies (Saarela, 2015; Persson et al., 2022). The number of iterations for 
the parametric bootstrapping was also set to a very large number, i.e., 50,000,
since the AGB prediction models were weakly related even though the ݏෞ݁.s
stabilised between 30,000 and 40,000 iterations for SHORT and TALL,
respectively, as shown in Figure 5. The overall ݏෞ݁.s for the AGB෣.s derived
from the parametric bootstrapping for the case of DAP was 0.03-0.05 Mg
ha−1 lower compared to ALS. However, the CIs were promising for 
operationalising AGB estimation in the treeline ecotone. The 95% CIs for 
AGB estimates from ALS and DAP overlapped, indicating no significant 
difference between the two methods.
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Figure 5. The ݏෞ݁.s stabilisation indicator for plotted overs 50,000 iterations: (a)ALS-
TALL, (b) DAP-TALL, (c) ALS-SHORT, and (d) DAP-SHORT.

4.2 Computation of Prediction Intervals for Forest 
Aboveground Biomass Predictions using 
Generalized Linear Models in a Large-extent Boreal 
Forest Region (Paper II)

Low density ALS data has been used extensively for large area FI purposes 
over the last few decades, but evaluation of prediction accuracies at the
prediction unit-level has hardly been discussed and looked into. In Paper II,
the computation of 95% PIs for assessing uncertainties in forest AGB using 
Gamma and Tweedie regression models with a ‘sqrt’ link function was 
introduced. Previous studies have estimated AGB and its uncertainty over 
large areas, but few have focused on prediction uncertainties using 
exponential dispersion models for wall-to-wall predictions. Our analysis 
showed that the Tweedie GLM provided a better fit than the Gamma GLM 
based on residual plots, though scatter plots of predicted versus observed 
AGB showed no distinct difference. PIs were estimated at the pixel level 
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using the R package 'ciTools', which performed well regarding coverage%,
and offered faster computations when compared to the PIs derived through
an asymptotic theory.

As seen in Figure 6, the results indicate that PIs are narrower for lower 
predicted AGB values and widen with higher values, reflecting uniform 
growing pattern in young forests while increased uncertainty in older forests. 
The wider PIs for higher values of AGB might also result due to having less 
number of reference plots covering the higher AGB range or even due to low 
point density of the ALS data (R3a). The relative prediction uncertainties 
were consistent across different AGB ranges for the Gamma GLM. Whereas, 
the relative uncertainties for Tweedie GLM was observed to be inversely
impacted by the magnitude of the predicted AGB values. The decrease in the 
relative uncertainties with increasing AGBs can be due to the proportion of 
the uncertainties compared to such high AGB values. The Tweedie 
regression had a lower average relative uncertainty (56.3%) compared to the 
Gamma regression (60.3%).

Figure 6. Plots of PIs and relative uncertainties for: (a-b) Gamma GLM, and (c-d) 
Tweedie GLM, respectively.
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4.3 Comparing TanDEM-X InSAR Forest Stand Volume 
Prediction Models Trained using Field and ALS data 
(Paper III) 

Model-based inference has been widely used for developing models based 
on field response data and auxiliary RS data. In Paper III for the first time, 
the efficiency of a model-based inference for an RS-based training dataset 
(Model B) was evaluated against a conventional model developed for the 
relation between field reference and RS auxiliary data (Model A). The results 
indicate that in both models A and B, the expected stand volumes were 
dependent on the variable phase height raised to the power of 0.5, as 
presented in equation (11). Although the model coefficients for phase height 
(ph) and corrected coherence (c_coh) were statistically significant, c_coh did 
not improve model prediction accuracy and was thus excluded from the final 
model. From the statistical summary as presented in Table 4 (Section 4), it 
can be observed that Model B's predictions were 0.7% more accurate 
compared to the predctions from Model A. Even though no distinct 
difference in the trends between the two models can be observed form the 
scatterplots presented in Figure 7, when comparing predicted stand volumes 
against observed stand volumes. Stand volumes were overestimated in both 
cases for the lower range of VOL values, likely due to the effect of 
‘regression towards the mean’. The relationship between predicted and 
observed volumes was nearly linear for stand volumes between 150 m³ha⁻¹ 
and 400 m³ha⁻¹. 

The models were validated with harvester data available for independent 
stands. It was observed that the performance of model B (44.6 m3ha-1 
(21.4%)) was slightly better compared to model A (46.5 m3ha-1 (22.3%)) 
based on adjusted R2 and RMSE values. It can be concluded that a RS-based 
estimated  approach for prediction and mapping of stand volumes would be 
as promising as a method based on FI data along with being more frequent 
due to the availability of wall-to-wall ALS estimates over entire Sweden. 
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Figure 7. Scatterplots of reference VOL v/s predicted VOL for: (a) Model A, and (b) 
Model B.

4.4 Large scale Forest Inventory using Digital Methods
(Paper IV)

In Paper IV, the developed VOL regression model in the model-phase had 
an RMSE of 0.15 m3, as shown in Figure 8. The overall accuracy of 4% in
this study appears promising with a design that covers a test site smaller than 
a region, yet considerably larger than stand-level. The first-phase, i.e., the 
design-phase with systematic sampling appeared as a useful contribution to 
lower the uncertainties of the estimates. It is also well suited for digital FI 
cases which can be implemented easily for ALS scans along with two days 
of TLS scanning period. Acquisition of systematic samples of very dense 
ALS data will also enable collection of detailed information about 
representative samples of large forest stands. The Matérn’s estimator may 
underestimate the true variance, since the level of a single strip is cancelled 
out in differential approaches when strips in only one direction are used. The 
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total predicted VOL values for the fourth strip was higher by 5700-6700 m3

when compared to the other three strips. Such differences in-between strips 
and the spatial variation can be captured better by adding at least one 
perpendicular flight strip.

Figure 8. Scatterplots of reference v/s estimated VOL [m3].

4.5 Forest Volume Growth Forecasting with Fusion of 
Dense and Sparse Airborne Laser Scanning Data
(Paper V)

In Paper V, the histogram matching process was implemented to the 
independent variables of VOL regression model, i.e., the individual ALS 
metrics between the two timepoints. The forecasted VOLs from case A, case 
B, and the validation VOL data from R3c, respectively, have been presented 
in the violin plots in Figure 9 (a-b). The mean predicted VOL values were 
around 147 m³ha⁻¹ and 150 m³ha⁻¹ for case A and B, respectively. The 
forecasted VOL values for sub-cases (i) and (ii) for each case A and B were 
observed to be similar to the mean VOL value from the validation data, R3c.
The differences in the distributions in the violin plot in Figure 9, might result 
due to difference in techniques of data filtering methods involved in LD ALS
estimations which were not considered in our workflow. Nevertheless, the 
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LD ALS VOLs are itself predicted using VOL functions which can involve 
errors from field measurements.

(a) (b) 

Figure 9. Violin plots representing the distribution of forecasted VOLs for: (i) histograms 
of every individual metric extracted from LD ALS 2019 (R3c) were matched with the 
histograms of the same metrics derived from LD ALS 2012 (R3b), and (ii) histograms of 
every individual metric extracted from VHD ALS 2019 data (R4) were matched with the 
histograms of the same metrics derived from LD ALS 2012 (R3b), for each case: (a) A
(with mean VOLs around 147 m³ha⁻¹), and (b) B (with mean VOLs around 150 m³ha⁻¹),
as described in Section 3.2.7.
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RS has proven to be an irreplaceable tool in various fields of research. Over 
several years of application of RS in the field of forestry, 3D data acquired 
remotely have gained more interest and enabled further improvement of the 
forest management activities and tactical planning for forest owners and 
stakeholders. The main objective of this thesis was to evaluate the 
implementation of model-based inference for different cases of 3D RS data 
acquisitions from different sensors, platforms, and at different spatial extents 
for the prediction of state and growth of forest VOL and related forest 
attribute such as, AGB, for large-area operational forest management
purposes.

Specific conclusions drawn from the individual papers included in this 
thesis are:
1. Regression models formulated in Paper I integrating 3D metrics derived

from ALS data was found to be more accurate compared to 3D metrics
derived from DAP for AGB predictions for TALL vegetation stratum,
though no statistically significant differences were identified.

2. The findings in Paper I also indicated that DAP can be used operationally
for monitoring of treeline ecotones with acceptably accurate
measurements of forest attributes, such as AGB or similarly for VOL.

3. In Paper II, Tweedie regression was observed to be useful when planning
for harvesting purposes due to its lower uncertainty for higher predicted
AGB values, whereas, the Gamma regression will be useful for mapping
young forests when planning for thinning activities due to its lower
uncertainty for lower range of predicted AGB values.

5. Conclusions
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4. Accuarcy assessment of the VOL predictions from regression models
presented in Paper III, indicated the efficient use of RS and NFI based
estimates as reference data for model-based inference instead of manually
collected FI data.

5. InSAR images used in Paper III, acquired from TanDEM-X can be a
reliable source for prediction and upscaling of forest VOL values over
large-area forest stands.

6. The design modification, presented in Paper IV, for the design-phase
incorporated in hybrid inference framework can have an impact on the
magnitude of the uncertainty estimates.

7. The presented methodology in Paper V, indicates that histogram
matching can be opted as a feasible and quick approach to incorporate
forecasted independent variables in VOL regression models for updating
VOL maps combining low density or sparse regional ALS scans and
sampled dense ALS scans.

Overall, from this thesis it can be concluded that RS data acquired from
different sensors, RS platforms, and at different spatial extents can be 
successfully integrated within model-based inference for prediction and 
estimation of VOL and AGB. 3D RS data is beneficial for accurate prediction 
of forest attributes for large-area operational forest management activities
when combined with either field or RS-based reference datasets. Moreover, 
entirely RS-based workflows for forest attribute prediction and forecasting 
are practical for cost- and time-effective digital FI and monitoring purposes, 
though further research is required.
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The current findings from this thesis gives scope for further investigations 
such as, assessing if the proposed model-based approach implemented in the 
treeline ecotone can support repeated surveys for the purpose of AGB change 
estimation (Paper I). Due to changing climate, the need to monitor changes 
in transition zone for example, treeline ecotones will be of high importance 
in the near future. Further evaluations can be done to compare predicted 
AGB and uncertainty maps in association with species distribution maps 
from sources like the National Land Cover Database or Sentinel-2 imagery 
to better understand AGB distribution and the uncertainties (Paper II). 
Testing the models developed in Paper III, for transferability and robustness 
over different test site locations, conditions and species composition will 
contribute in updating VOL maps over entire Sweden with readily available 
RS data. The quick approach of forecasting of metrics using histogram 
matching (Paper V) can be tested for producing forecasted VOL maps from 
RS based reference data and TanDEM-X InSAR images. Further simulation-
based investigation is required for the results presented in Paper IV, in order 
to validate the precision of the variance estimators. A three-phase FI 
workflow can be developed as an extension to the two-phase digital FI 
approach (Paper IV), by combining the TLS scanned data, dense ALS scans, 
and a potential wall-to-wall RS data, for example, satellite images or low-
density ALS scans. 

 
  

6. Future research 
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Forests play a major role in our environment, acting as carbon sinks, 
biodiversity hotspots, and resources for timber production. To manage 
forests sustainably, we need to monitor important attributes like tree volume, 
aboveground biomass, and forest health. Historically, this information was 
gathered through ground-based forest inventories, but advancements in 
technology for collecting data from sensors remotely have transformed the 
process, making it faster, equally or more accurate, and frequently 
repeatable. These sensors can collect data from different platforms such as, 
the ground, air, and from the space.

The main focus of this thesis was to look into the use of three-dimensional 
(3D) information extracted from remote sensing data collected from different 
sensors, for example, airborne laser scanning, digital aerial photogrammetry, 
and synthetic aperture radar, for measuring forest attributes. These tools 
allow forest managers to gather detailed forest data over large areas, 
improving the efficiency of forest monitoring and mapping.

Sweden’s National Forest Inventory (NFI), which started in 1923, is an 
example of how practices of forest measurements and data collection have 
evolved over time. The NFI uses a mix of permanent and temporary sample 
plots to collect forest data, and methods based entirely on the manually 
collected data is used for estimating forest attributes. However, using models
with information extracted from remote sensing data, offers a way to predict 
forest attributes more comprehensively across larger areas.

The integration of 3D remote sensing data into different cases of model
development for prediction and estimation of attributes like volume and
aboveground biomass have been looked into (in Papers I-IV). Also,
combining dense and sparse airborne laser scanning data to forecast forest 
growth through volume models was also explored (in Paper V).

Popular science summary
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Uncertainty estimation is a required aspect of forest inventory, 
particularly when combining field and remote sensing data. Errors in forest 
attribute estimates arise from various sources, including sensor noise, 
instrument inaccuracies, and model parameter estimations. These errors can 
be quantified using different methods. A few of the uncertainty estimation 
methods used in this thesis were, root mean square error, confidence 
intervals, and prediction intervals. Root mean square error measures the 
aggregated accuracy of model predictions by calculating the square root of 
the average squared differences between predicted and observed values. 
Confidence intervals provide a range for the estimated mean predicted 
values, while prediction intervals account for both the random variability in 
the model parameters and new observations, making them wider than 
confidence intervals, are used to assess the reliability of these predictions.

Overall, this thesis highlights that 3D remote sensing technology used in 
forest inventory practices not only saves time and costs but also provides 
more accurate data for forest planning and management activities 
implemented at all levels such as, strategic, operational, and tactical. As these 
technologies advance, they hold great promise for improving forest resource 
management.

70



71

Skogar spelar en viktig roll i vår miljö genom att fungera som kolsänkor, 
hotspots för biologisk mångfald och resurser för timmerproduktion. För att 
kunna hantera skogar på ett hållbart sätt behöver vi övervaka viktiga attribut 
som trädvolym, biomassa ovan mark, och skogens hälsa. Historiskt sett har 
denna information samlats in genom markbaserade skogsinventeringar, men 
tekniska framsteg för att samla in data från sensorer på distans har förändrat 
processen, gjort den snabbare, mer exakt och oftare repeterbar. Dessa 
sensorer kan samla in data från olika plattformar, såsom marken, luften och 
rymden. 

Huvudfokus i denna avhandling var att undersöka användningen av 
tredimensionell (3D) information som extraherats från fjärranalysdata 
insamlade från olika sensorer, som exempelvis flygburen laserskanning, 
digital flygfotogrammetri, och syntetisk aperturradar, för att mäta 
skogsattribut. Dessa verktyg gör det möjligt för skogsförvaltare att samla 
detaljerade skogsdata över stora områden, vilket förbättrar effektiviteten i 
skogsövervakning och kartläggning. 

Sveriges Riksskogstaxering (NFI), som startade 1923, är ett exempel på 
hur metoder för skogsmätning och datainsamling har utvecklats över tid. NFI 
använder en blandning av permanenta och tillfälliga provytor för att samla 
in skogsdata, och metoder som helt och hållet bygger på manuellt insamlade 
data används för att uppskatta skogsattribut. Däremot erbjuder modellering 
baserad på information extraherad från fjärranalysdata bättre möjlighter att 
ta fram detaljerade beskrivningar av skogsattribut över större områden.

Integrationen av 3D RS-data i olika fall av modellutveckling för skattning
av attribut som trädvolym och biomassa ovan mark har undersökts (i Papper 
I-IV). Även kombinationer av tät och gles flygburen laserskanning -data

Populärvetenskaplig sammanfattning
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utforskades för att skatta skogstillväxt med trädvolym -modeller (i Papper 
V). 

Osäkerhetsskattning är en nödvändig aspekt av skogsinventering, särskilt 
när man kombinerar fält- och fjärranalys-data. Fel i skogsmätningar kan 
uppstå från olika källor, inklusive sensorbrus, instrumentfel och modellfel. 
Dessa fel kan kvantifieras med olika metoder. Några av de 
osäkerhetsskattningsmetoder som användes i denna avhandling var 
kvadratroten av medelkvadratfelet, konfidensintervall, och 
prediktionsintervall. Medelkvadratfelet mäter modellens samlade 
noggrannhet genom att beräkna kvadratroten av medelvärdet av de 
kvadrerade skillnaderna mellan skattade och observerade värden. 
Konfidensintervall ger ett intervall för de uppskattade medelvärdena, medan 
prediktionsintervall tar hänsyn till både slumpmässig variation i 
modellparametrarna och nya observationer, vilket gör dem bredare än 
konfidensintervall och används för att bedöma tillförlitligheten hos dessa
skattningar.

Sammanfattningsvis belyser denna avhandling att användningen av 3D 
fjärranalys-teknik i skogsinventeringspraxis inte bara sparar tid och 
kostnader utan också ger mer exakta data för storskalig skogsförvaltning,
t.ex. i strategisk, taktisk som operativ planering. När dessa teknologier
utvecklas vidare har de stor potential att förbättra förvaltningen av
skogsresurser.
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Abstract: Due to climate change, treelines are moving to higher elevations and latitudes. The
estimation of biomass of trees and shrubs advancing into alpine areas is necessary for carbon
reporting. Remotely sensed (RS) data have previously been utilised extensively for the estimation of
forest variables such as tree height, volume, basal area, and aboveground biomass (AGB) in various
forest types. Model-based inference is found to be efficient for the estimation of forest attributes using
auxiliary RS data, and this study focused on testing model-based estimations of AGB in the treeline
ecotone using an area-based approach. Shrubs (Salix spp., Betula nana) and trees (Betula pubescens
ssp. czerepanovii, Sorbus aucuparia, Populus tremula, Pinus sylvestris, Picea abies) with heights up to
about five meters constituted the AGB components. The study was carried out in a treeline ecotone in
Hol, southern Norway, using field plots and point cloud data obtained from airborne laser scanning
(ALS) and digital aerial photogrammetry (DAP). The field data were acquired for two different
strata: tall and short vegetation. Two separate models for predicting the AGB were constructed for
each stratum based on metrics calculated from ALS and DAP point clouds, respectively. From the
stratified predictions, mean AGB was estimated for the entire study area. Despite the prediction
models showing a weak fit, as indicated by their R2-values, the 95% CIs were relatively narrow,
indicating adequate precision of the AGB estimates. No significant difference was found between the
mean AGB estimates for the ALS and DAP models for either of the strata. Our results imply that RS
data from ALS and DAP can be used for the estimation of AGB in treeline ecotones.

Keywords: aboveground biomass; airborne laser scanning; image matching; model-based inference;
treeline vegetation; uncertainty estimation

1. Introduction

Forests play a major role globally as carbon sinks. Hence, afforestation may be
important for climate change mitigation through carbon sequestration [1]. However, there
are large differences in the capacity of different forest types to sequester carbon and produce
biomass. These differences depend on key environmental factors such as the available
nutrients in the soils and the climatic conditions. In the Nordic countries, the lowland
and low-latitude forests constitute the most productive areas and the largest pools of tree
biomass, but even high-elevation ecosystems are known to store large amounts of carbon
in vegetation and the soil [2–4].
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Climate changes affect the establishment, growth, and mortality of trees and other
woody vegetation [5–8], and the effects might be more pronounced in the transition zones
between the boreal and alpine zone (i.e., the treeline ecotone), where trees grow at their
tolerance limit in terms of temperature compared to productive forests at lower eleva-
tions [9,10]. Therefore, in the treeline ecotone, even a moderate increase in temperature or
change in precipitation might lead to the increased growth of existing trees and promote
the establishment of pioneer trees in currently treeless areas [11,12]. According to Bryn
et al. [13], the alpine areas in Norway where pioneer trees potentially could establish
constitutes between 25 and 30% of the total land area (excluding bare rock and barren
areas). These are potential areas for forest expansion where the potential impact of carbon
sequestration is substantial. An increase in tree vegetation into the current alpine areas
will also have an impact on albedo [14–16], especially during winter as previously entirely
white surfaces will have scattered dark areas which absorb more incoming solar radiation.

There are several other factors apart from climate change that could induce changes in
the treeline ecotone, such as herbivory [17,18]. In Norway, where the current study was
carried out, it has been common in the past for domestic animals to graze and browse
in montane areas during the summer months (summer farming), in some areas more
intensively than others. Considering the large areas in play, the decline in summer farming
and herbivory can have a substantial effect on the biomass and carbon stocks in high-
elevation forests. Previous research seeking to disentangle and quantify the importance
of the different factors affecting the treeline ecotone has highlighted the complexity of the
causal relationships of treeline dynamics [5,17–19]. Even though both climate and herbivory
have been suggested as important factors, they only explain a small proportion of the
variation in the observed changes in the treeline ecotone. This likely means that the climatic
and herbivory variables fail to fully represent the true effects of these factors and that there
are context-dependent local factors that go unaccounted for in such analyses [9,10,20–23].
Since climate-induced responses in the treeline ecotone are difficult to predict, the future
development of biomass stock is highly uncertain. A monitoring system where objective
data are collected on a regular basis that enables the estimation of actual biomass and
carbon stocks is therefore important to fulfil national obligations with regard to carbon
reporting.

Accurately estimating and monitoring changes in forest biomass and carbon content
is crucial for meeting the requirements of both the Kyoto Protocol and the Paris Agree-
ment [24]. In Norway, the national forest inventory (NFI) is the primary source for biomass
and carbon estimates. For forest areas, the sampling grid of the NFI is 3 km × 3 km, but for
montane regions, it is 3 km × 9 km [25], which is sparse in terms of providing precise local
and overall country-wide estimates. However, with the use of auxiliary remotely sensed
(RS) data, the acquisition of data with wall-to-wall coverage for large regions has, in many
cases, been shown to be effective in terms of obtaining precise estimates of variables of
interest [26–41]. Compared to pure field-based samples, RS data offer the advantage of
quickly providing coverage over large areas, and wall-to-wall RS data are often available
over the entire area of interest (AOI). Another advantage of RS data is their ease of use in
remote or inaccessible areas, which is often the case where treeline ecotones are found.

Numerous studies have demonstrated the versatility of three-dimensional (3D) point
cloud data obtained through airborne laser scanning (ALS) for estimating the properties of
forest and vegetation (e.g., [34,37,39,42–47]). Næsset and Nelson [48] found that almost all
treeline trees with a height of 1 m or taller could be detected using ALS data. However,
trees below 1 m in height were often not detected because a laser pulse needs to intercept
a minimum surface area before an echo is triggered. With point data, the probability of
detecting trees will also depend on the point density. They also found that ground features
like rocks could yield echoes with positive height values because they were misclassified
as vegetation echoes. Thus, although detecting the smallest trees in the treeline ecotone
using ALS presents challenges, there is potential for developing an effective monitoring
system for AGB based on ALS, particularly for trees and shrubs taller than 1 m. Despite
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the steep decline in detection rates of single trees shorter than 1 m, an area-based approach
may still be a viable option for estimating AGB. Some studies have already used bi- and
multi-temporal ALS for estimating changes in height among treeline trees [49,50], and
the results from these studies are encouraging, showing the potential utility of ALS for
monitoring purposes.

The use of 3D point cloud data from digital aerial photogrammetry (DAP) is an
alternative to ALS, especially because of the potential finer spatial resolution. Aerial images
are cheaper to acquire and can therefore be more frequently collected compared to ALS
data [31]. Therefore, DAP data has emerged as an alternative to ALS in operational forest
inventories when both cost and utility are taken into account [30,51,52]. Studies that have
applied DAP for detection and estimation purposes related to small trees are still few,
although Puliti et al. [53] studied the use of aerial images from a drone platform for the
estimation of biophysical properties in productive forests under regeneration. In the latter
study, it was found that the height values of DAP point clouds tended to underestimate
tree height more than those from ALS. It was also found that solitary single trees were more
likely to be smoothed from the DAP point cloud. Whether or not these results were directly
related to the settings and algorithms used in the matching of the images was not identified.
Therefore, further investigation into the use of DAP for vegetation attribute estimations in
such transitional zones was recommended.

The uncertainties associated with estimates of state and changes in the AGB using aux-
iliary RS data have been studied for mature forest stands [29,54–60], montane forests [46],
and young forests [61]. The estimation of AGB using auxiliary RS data can be accomplished
through design-based or model-based inferences, which have been discussed in detail in
Ståhl et al. [33]. The model-based inference is independent of the probability sampling as-
sumptions, which makes it advantageous for inaccessible and remote study sites. However,
the accuracy of the estimates is solely dependent on the applied model. Thus, correctly
specified models are important to avoid systematic model prediction errors [33,43,62,63].
For informed decision making, it is also important that estimates of precision are provided
along with the estimates of AGB. In a study by Næsset et al. [31], the height of treeline
vegetation was estimated, and the efficiency of ALS and DAP RS data was compared by
characterising the uncertainty in the height estimations using root mean squared error.
However, to the best of our knowledge, there have been no studies where the uncertainty
of AGB estimates in treeline ecotone sites has been estimated. Therefore, further research
is needed to better understand the uncertainties associated with estimating AGB in this
region.

Objective

In the current study, AGB for a treeline ecotone site was estimated with corresponding
estimates of precision using an area-based approach and model-based inference. Models
for field measured AGB were constructed using metrics calculated from both ALS and
DAP data. The study area was divided into two strata (tall and short vegetation), and
separate models were fitted for each stratum with both ALS and DAP metrics. Along with
the estimates of total AGB based on both sets of metrics, standard error estimates were
obtained by means of parametric bootstrapping (PB). The main objective was to evaluate
and compare the precision of AGB estimates obtained utilising ALS and DAP as auxiliary
data and to assess the possibilities of using the area-based approach aided by these RS data
sources to estimate AGB in treeline ecotones.

2. Materials and Methods
2.1. Study Area

The AOI (7◦58′E, 60◦42′N; Figure 1) is located in the municipality of Hol, Norway, at
elevations between 1050 and 1320 m above sea level [21]. The dominant treeline species
in this region is mountain birch (Betula pubescens ssp. czerepanovii), along with a few
individuals of rowan (Sorbus aucuparia), aspen (Populus tremula), Scots pine (Pinus sylvestris),
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and Norway spruce (Picea abies). The shrub species considered in this study were Salix
lapponum, Salix glauca subsp. glauca, and Betula nana. Other woody dwarf shrubs, such as
Vaccinium spp. and Empetrum sp., are present in the area but not considered in the current
study. For an overview of all plant species and their abundances within the study area,
see [64].
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2.2. Field Methods

There are both destructive and non-destructive methods available for measuring the
aboveground biomass (AGB) of trees; they differ in terms of resource requirements and
operational considerations [65,66]. In this study, our decision to employ a non-destructive
method for measuring AGB values in the field was primarily driven by resource limita-
tions. Destructive sampling, while providing more precise biomass estimates, would have
required significant additional resources that were not available to us. Furthermore, in an
operational setting, where resource allocation is constrained, the use of destructive sam-
pling would not be feasible or practical. Lastly, it is worth noting that, in this specific case,
we also faced restrictions and did not have permission to perform destructive sampling. As
a result, we utilised a predictive approach, leveraging field measurements to estimate the
total AGB for each plot. Despite the inherent limitations, this approach enabled us to derive
biomass estimates effectively while avoiding the challenges associated with destructive
sampling. The field data were collected partly using wall-to-wall ALS data to guide the
location of the sample plots. The area was tessellated into 100 m2 grid cells, and the average
height (Hmean) of first echoes of the ALS pulses within each grid cell was calculated. Based
on the Hmean values, the study area was split into two strata. Grid cells where Hmean < 1 m
were categorised as ‘short woody vegetation’ (SHORT), and grid cells where Hmean ≥ 1 m
were categorised as ‘tall vegetation’ (TALL). After classification into SHORT and TALL, the
SHORT grid cells were further tessellated into 16 equally sized squares (6.25 m2).

Twenty TALL grid cells with Hmean values evenly distributed over the entire range
of Hmean values were selected to establish field reference plots to initiate modelling. The
selection process involved dividing the Hmean range between 1 m and the maximum
value into 10 equally sized bins. Then, we randomly selected two grid cells from each
bin. The fieldwork was carried out in summer 2019. A Topcon HiPer SR geodetic-grade
GNSS receiver in real-time kinematic (RTK) mode was used to navigate to the centre of
each selected grid cell, where a circular plot with a radius of 5.64 m (area = 100 m2) was
established. Within each plot, all trees with diameter at breast height (dbh) > 0 were
calipered. Breast height was defined at 1.3 m above ground. Tree height was measured
using a folding rule or a Vertex hypsometer on two subjectively selected height-sample
trees in each plot. The selection was made so that the 40 selected trees (two trees per
plot) covered a range of dbh values. In addition, a 1.5 m radius (7.07 m2) sub-plot was
established at the centre of each plot to sample shrubs and tree saplings with a height (h)
< 1.3 m. All tree species were sampled, including juniper (Juniperus communis), as well as
the shrubs species willow (Salix spp.) and dwarf birch (Betula nana). The sub-plot was
divided into four quadrants by two perpendicular lines that intersected at the plot centre
in north–south and east–west directions (Figure 3). In each quadrant, the tree sapling or
shrub closest to each of the points 1 m from the plot centre in the directions that were 45,
135, 225, and 315 degrees relative to north (Figure 3) was measured for height and diameter
at root collar. In the southeast and northwest quadrants, the number of saplings and shrubs
were counted.

The field measurement for the SHORT stratum took advantage of 180 previously
established vegetation monitoring plots [20]. The original vegetation plots were squares
of 0.25 m2, but we established 1.5 m radius plots in the NW corner of each square. Two
additional plots were purposely established in tall Salix vegetation, since this was poorly
covered by the 180 prepositioned plots. The same measurements as those described for the
sub-plots of the 20 plots of the tall vegetation were carried out. The position at the centre of
each plot was registered with the same Topcon receiver described above in RTK-mode.
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Figure 3. Visual representation of the 1.5 m radius plot for the sampling of shrubs and tree saplings
with h < 1.3 m. In the NW and SE quadrants (hatched areas), all shrubs and saplings were counted.
Four heights were sampled, one in each quadrant, as the closest individual to a point 1 m from the
plot centre in directions 45, 135, 225, and 315 degrees, respectively.

For each plot, total AGB was predicted as the sum of individual tree AGB, following
the same procedure as in [67,68]. For the TALL plots, the predictions were separate for trees
with h < 1.3 m and those with h ≥ 1.3 m. For trees with h ≥ 1.3 m, the base heights were
first predicted using the base height models of Fitje et al. [69]. Then, single-tree biomass
models [70] with field-measured dbh and predicted base height as inputs were used to
predict the base biomass values (b1) of each tree. For each of the height-sample trees, a
second biomass (b2) value was predicted using measured dbh and measured h. Then, a
common correction factor k for the base-biomass was calculated from all the height sample
trees as the ratio between the sum of b2 and the sum of b1. Biomass for each tree was
predicted as b1 × k. Single-tree biomass predictions were summed for each plot and scaled
to a per hectare value. For trees and shrubs with h < 1.3 m observed on the 1.5 m radius
sub-plots, a mean diameter at the root collar and a mean height were calculated from the
measurements in each plot. These mean values were used as inputs in the single-tree
biomass model of Kolstad et al. [71] to predict mean-tree biomass and then multiplied with
the number of individuals and scaled to a per hectare value. The predicted biomass for
trees with h < 1.3 m was added to the biomass prediction for the taller trees. For the SHORT
vegetation plots, the total biomass was calculated using the same procedure used for the
1.5 m radius sub-plots of the TALL vegetation stratum. A summary of field reference data
is presented in Table 1.
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Table 1. Summary of field reference data collected in 2019.

Stratum n Mean AGB (Mg ha−1) SD (Mg ha−1) Min (Mg ha−1) Max (Mg ha−1)

TALL 20 30.2 17.5 8.48 65.8
SHORT 182 1.61 2.68 0.00 18.3

2.3. Remotely Sensed Data
2.3.1. Data Acquisition and Initial Processing

The sensor and flight information for the RS data is provided in Table 2. ALS data were
collected by the contractor, Terratec AS, as part of national scanning, with a point density of
2 points/m2. The raw point clouds were pre-processed by the contractor, and laser echoes
were classified as “ground”, “unclassified”, “noise”, “bridge”, or “snow”. Planimetric
coordinates and orthometric heights were computed for all echoes. A triangulated irregular
network (TIN) was then generated from the laser echoes classified as “ground” using the R
package “lidR” [72,73]. Since the study aimed to provide estimates of the biomass of shrubs
and trees whose lower stems often grow parallel to the ground due to snow pressure, all
vegetation echoes were included without setting a threshold on echo height. Thresholds of
<2 m have commonly been used in previous studies to omit falsely classified vegetation
echoes [50,74,75].

Table 2. Summary of sensor and flight information for ALS and DAP.

ALS DAP

Sensor system Riegl VQ-1560i Sensefly S.O.D.A. camera
Platform Piper PA-31-350 Chieftain Sensefly eBee
Acquisition dates 8 and 25 June 2018 7–10 July 2019
Flight altitude (m a.g.l) * 3400 120
Flight speed (m s−1) NA 15
Point repetition frequency (KHz) 350 NA
Scan frequency (Hz) 162 NA
Point density (points m−2) 2 55
Half scan angle (degrees) 20 NA

* above ground level.

The DAP data were collected following a flight plan with perpendicular flight lines
with lateral and longitudinal overlaps of 80%. Across the entire study area, 43 orange
wooden crosses (30 cm width) were distributed uniformly and positioned and used as
ground control points (GCP) to enable computation of the position and orientation of
the images. The DAP point cloud was thinned from a mean density of 55 points m−2 to
38 points m−2 using the R package “lidR” [72,73] to obtain a uniform point density over
the entire area. Examples of ALS and DAP point clouds are presented in Figure 4 for two
grid cells, one in each of the TALL and the SHORT strata. The higher point density of the
DAP point clouds is clearly visible.

2.3.2. Correction of the DAP Point Cloud

An initial inspection of the normalised DAP point cloud revealed many points with
negative normalised height values. Regions with no observable vegetation, meaning they
should have heights of 0 m, were observed to contain points with both positive and negative
heights. These were observed to be in the magnitude of 0–2 m. This indicated that the error
was not simply a global vertical shift and that this error was too large to be solely due to
the inaccuracy of the DAP system. The most likely culprit was the positioning accuracy
of the GCP markers. Positioning errors could result in either rotation or translation in the
DAP registration and thus errors in both the horizontal and vertical directions.
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Figure 4. The point clouds for one 100 m2 area in each stratum with a side-by-side comparison of
point clouds obtained by ALS and DAP, respectively. The heights above ground for the points are
illustrated using a colour scale from blue (ground) to red (highest point). The different panels display
(a) ALS–TALL, (b) DAP–TALL, (c) ALS–SHORT, and (d) DAP–SHORT.

The ALS and DAP point clouds did not share any GCP markers. Furthermore, the
density of the ALS data made the extraction of natural terrain features that could be applied
as GCPs too inaccurate. As a result, the DAP point cloud registration could not be corrected
by simply using shared tie points in the ALS and DAP point clouds. As an alternative to
this approach, the local vertical errors between the point clouds were estimated and used
to correct the original DAP point cloud. This approach can be summarised in three steps:
(i) ground points in the DAP point cloud were classified using the software TerraS-
can [76], (ii) the ALS ground point heights were interpolated at the XY coordinates of
the DAP ground points so that the vertical shift between ALS and DAP ground heights
could be computed, and (iii) the correction of the entire DAP point cloud was interpo-
lated from the results of the previous step. The interpolation was performed using the
“scipy.interpolation.griddata” Python package. If the point to be interpolated was lo-
cated inside the convex hull of the input points, linear interpolation was used; otherwise,
nearest-neighbour interpolation was employed.

2.3.3. Computation of Metrics

For both the ALS and DAP point clouds, metrics that represented the height distribu-
tion and the density of the point cloud for each plot and grid cell were computed using
the echoes classified as “first of many” and “single”. The normalised ALS and DAP point
clouds were clipped to the spatial extent of the plots and grid cells, and the points with neg-
ative heights were removed from further processing for the TALL stratum. For the SHORT
stratum, the DAP points with negative heights were kept to account for small height shifts
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still present in the point cloud after correction. We considered this to be important because,
for the SHORT stratum, most of the AGB was growing close to the ground. Removing
negative heights could possibly equalise the variation in the DAP point cloud in areas
where AGB actually varies. The metrics representing height were heights at the deciles of
the echo height distribution. The densities were the ratios between the number of echoes
above 10 different height-levels and the total number of echoes. In addition, the standard
deviation of the heights, skewness, and kurtosis were computed; all together, 23 metrics for
each of the ALS and DAP point clouds were considered.

2.4. Model Construction

Since AGB was small within our study area, the values of both the ALS and DAP
metrics were zero for many of the field plots, which was a limitation concerning variable
transformations and model forms. After some preliminary tests with different modelling
approaches, such as zero-inflated and log-transformation of the response variable, we chose
to construct linear models fitted using ordinary least squares. Linear models were suitable
in this case because the training dataset contained extreme AGB values, which reduced the
need for extrapolation. The models were constructed separately for the TALL and SHORT
strata. For the TALL stratum, the explanatory variables for the ALS and DAP datasets
were separately selected through a stepwise procedure based on the Bayesian information
criterion (BIC) and adj-R2 [77]. The general form of the models for the TALL stratum was
as follows:

AGB = β0 + β1X1 + · · ·+ β jXj + ε (1)

where j is the number of explanatory variables (X), β0, β1, . . . , β j are the parameter
estimates, and ε is the random error term.

As indicated in Section 2.2, there was a difference in the area of the field plots for the
short vegetation (7.07 m2) and the area of the grid cells (6.25 m2). Thus, a scale-independent
explanatory variable was purposely chosen for the models for the SHORT stratum. The
metric chosen for both the ALS and DAP models was the mean point height (Hmean), which
was retained even if the parameter estimate was statistically non-significant.

For the SHORT stratum, the models were formulated as follows:

AGB = β0 + β1Hmean + ε (2)

where Hmean is the average height of either the ALS or DAP points, β0 and β1 are the model
coefficients, and ε is the random error term.

The models’ training accuracies were assessed using the root mean square residual
error (RMSE) and relative RMSE (rel.RMSE) [78]:

RMSE =

√√√√∑n
i=1

(
ÂGBi −AGBi

)2

n
(3)

rel.RMSE =
RMSE

∑n
i=1(AGBi)/n

× 100 (4)

where ÂGBi is the model-predicted AGB for field plot i, AGBi is the corresponding field
reference AGB, and n is the number of observations in the reference data used to train the
models.

2.5. Estimation of Mean AGB

The final AGB—ALS and AGB—DAP models were applied to the grid cells belonging
to the stratum for which they were constructed. Mean AGB was estimated separately for

both strata and with both models (ÂGBTALL, ÂGBSHORT) as the means of the respective

stratified AGB predictions. Mean AGB values for the entire area (ÂGBH) using both models
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were estimated as area weighted means for both strata individually for ALS and DAP
as [79]:

ÂGBH =
ÂGBTALL. ATALL + ÂGBSHORT . ASHORT

AH
(5)

where A is the area, and the subscripts TALL, SHORT, and H denote the TALL stratum,
SHORT stratum, and the entire area, respectively.

2.6. Variance Estimation via Parametric Bootstrapping

Estimation of the standard error (se) for the AGB estimates was carried out using
parametric bootstrapping (PB). PB is based on Monte Carlo simulation and is convenient
within the model-based inference framework [80]. It enables the statistical inference of
the variable of interest when the true distribution is unknown [81], and the Monte Carlo
errors become negligible when the PB samples are large [46]. In this study, the number
of bootstrap samples (NPB) was set to 50,000, and for each iteration (k), the mean of AGB

predictions (ÂGBk) was calculated. The standard error for the AGB predictions (ŝe) was
obtained separately for each stratum as [46]:

ŝe =

√√√√ 1
NPB − 1

NPB

∑
k=1

(
ÂGBk − ÂGBPB

)2
(6)

where ÂGBPB is the mean of the ÂGBk values of the NPB samples. To assess whether
the number of iterations was sufficient to accurately estimate the uncertainty of AGB
predictions, we calculated a standard error stabilisation indicator (se.s). This indicator
evaluates the change in the standard deviation of mean predicted AGB as additional
bootstrap iterations are conducted. The se.s value was determined after each iteration as
the maximum difference between the standard deviation of mean predicted AGBs obtained
during the last 50% of iterations and the standard deviation of all mean predicted AGBs
obtained in the final iteration. According to the authors of [80], an se.s of <0.5% of the se
after the last iteration indicates that the se has stabilised sufficiently.

The area-weighted standard error for the entire study area (ŝeH) combining both
stratum estimates can be estimated as [79]:

ŝeH =

√√√√(
ŝe2

TALL.A2
TALL + ŝe2

SHORT .A2
SHORT

)
A2

H
(7)

The 95% confidence intervals (CI) were obtained for the mean estimate of predicted
AGB for the respective strata and the total area as [82]:

CI = ÂGB ± (ŝe× 1.96) (8)

CIH = ÂGBH ± (ŝeH × 1.96) (9)

3. Results

For both of the TALL stratum models, the 9th height decile (H90) was selected as the
only explanatory variable, while for the SHORT stratum, the scale-independent Hmean was
selected. The estimated parameter coefficients for all models are displayed in Table 3 along
with the corresponding adjusted R2 (adj-R2) and root mean squared error (RMSE). For all
models, the adj-R2 values were relatively small, indicating moderate to weak model fit.
The relatively large proportion of unexplained AGB variation can also be seen in Figure 5,
where field-observed AGB is plotted against the model fitted values for all four models.
There were no large differences in model fit between the models based on ALS and DAP
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data, but substantial model fit differences between the strata were observed. Table 3 also
shows that the slope parameter values for the prediction models are smaller for the DAP
model for both strata compared to those of the ALS models, indicating that the two point
clouds have different height distributions.

Table 3. The table displays the explanatory variables, model coefficients, adj-R2, RMSE, and relative
RMSE (rel.RMSE) of the AGB prediction models for both strata and data sources.

Stratum Model Explanatory
Variable Prediction Model adj-R2 RMSE (Mg ha−1) rel.RMSE (%)

TALL
AGB-ALS H90 −15.09 + 11.64H90 0.47 12.4 41.1
AGB-DAP H90 −0.388 + 8.25H90 0.43 12.8 43.8

SHORT
AGB-ALS Hmean 0.74 + 32.3Hmean 0.15 2.47 154.2
AGB-DAP Hmean 0.96 + 28.41Hmean 0.27 2.28 118.1
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Figure 6 displays the se.s after each bootstrap iteration for both model types and
both strata. In all data types and stratum combinations, the se.s dropped below 0.5%
before reaching 50,000 iterations. However, in some instances and to a varying degree, se.s
increased in value after the stabilisation criterion was first reached; however, at the final
iteration of all four simulations, the se.s remained below the threshold of 0.5% for at least
10,000 of the last iterations.
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Figure 6. The standard error stabilisation indicator (se.s) after each of the 50,000 bootstrap iterations
for (a) ALS–TALL, (b) DAP–TALL, (c) ALS–SHORT, and (d) DAP–SHORT. To enhance the display of
se.s close to the critical value of se.s stabilisation, the y-axis has been truncated at se.s = 5% and the
red horizontal line represents 0.5%.

Table 4 displays the results from the estimations for each stratum and model, as well
as for the entire study area. There were no significant differences between the values of

ÂGB between models or within strata. Due to the large difference in the size of the area

regarding the two strata, the area-weighted values of ÂGB for the entire study area were
similar to those for the SHORT stratum.

Table 4. Estimation results of the AGB prediction models. ÂGB is the estimated mean, ŝe the
corresponding standard error estimate, and ĈI the 95% confidence interval.

Stratum * Model ÂGB (Mg ha−1) ŝe (Mg ha−1) ĈI (Mg ha−1)

TALL
A = 0.97 ha

AGB-ALS 26.5 3.16 23.4–29.7
AGB-DAP 29.2 3.13 22.9–35.5

SHORT
A = 270.75 ha

AGB-ALS 2.05 0.20 1.66–2.45
AGB-DAP 1.93 0.17 1.59–2.27

Total
A = 271.72 ha

AGB-ALS 2.14 0.39 1.75–2.53
AGB-DAP 2.03 0.34 1.68–2.37

* A = area in ha.
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4. Discussion

This study employed a model-based approach with data from ALS and DAP as
auxiliary information to estimate AGB and its corresponding precision. In contrast to other
comparable studies [46,74], our AOI was exclusively covered by shrubs and short trees. As
a result, this research has expanded the boundaries of RS technology in terms of supporting
AGB estimation. Despite the small AGB values in our AOI, the widths of the CIs were
encouraging in terms of operationalising AGB estimation in the treeline ecotone using both
ALS and DAP as auxiliary information. The 95% CIs around the estimated mean AGBs
overlapped for ALS and DAP in both strata (Table 4 and Figure 5), indicating that the
estimates derived from ALS and DAP were not statistically significantly different. However,
the relative uncertainties were larger compared to those obtained in previous studies for
productive (e.g., [40,41,54,83]) and montane forests [46] due to the irregular shapes of stems
and tree crowns in our AOI, which created weaker relationships between AGB and the RS
data and led to higher relative measurement errors. Compared to productive and montane
forests, where trees are substantially taller than in our AOI, the relative magnitude of the
measurement errors of the RS data was also expected to be larger.

Preprocessing of the DAP point cloud was carried out to correct varying degrees of
shifts in point heights or horizontal errors over the study area. Since our AOI comprised
mostly short vegetation, this preprocessing was deemed highly important. The corrected
values of the original DAP ground points were centred around 0, and both negative and
positive corrections were carried out, indicating that the approach was at least partly
successful at correcting erroneous height values at ground level. Errors still present after
correction were considered to be random. A weakness of our approach was that it assumed
vertical errors only. However, errors in the XY directions also must be expected, although
they were most likely small. The impact of such potential horizontal errors would have
been larger with a reduced size of the field reference plots used for modelling [84,85]
and would have been manifested by larger uncertainties in the model parameters. The
uncertainty will increase with increasing spatial heterogeneity of the vegetation over the
AOI. In the current study, there is reason to believe that such errors had the greatest impact
on the SHORT stratum since the field plot size was small. In the prediction phase, the
horizontal errors will be less important since there is no direct requirement of spatial
coherence. However, the precision of the predictions would still be affected by the errors
associated with the model.

Judging by adj-R2, the model relationships were weaker in the current study compared
to studies carried out on boreal productive forests (e.g., [34]) mainly composed of conifer
trees with regular conical crown shapes. Due to the irregularity and large variability of
stem and crown shapes in our AOI, in addition to our population comprising mainly of
shrub species and small individual trees, this difference was not surprising. In the SHORT
stratum, most of the trees and shrubs were short and extended their stems partly along the
ground, whereas the trees that constituted the TALL stratum were often snow-bent with
stems that were both crooked and growing partly along the ground. As a result, a large
part of the AGB was found within the uncertainty range of the TIN surface, which is often
around 20–30 cm [86].

The positional errors of the plots would have had similar effects as those from the
horizontal shift in the point cloud, as discussed above. However, in the open montane
landscape of our AOI, the conditions for GNSS positioning were generally excellent, re-
ducing the potential for positional errors. Nonetheless, potential positional errors are of
greater importance for the SHORT stratum than the TALL stratum due to the smaller plot
size used.

Furthermore, vegetation near the plot boundary can cause edge effects [85] as trees
and shrubs rooted just outside the plots may intersect with the plots. In such cases, the
trees or shrubs would not be measured in the field; therefore, they would not be part of the
measured AGB, but they would still affect the properties of the point clouds for these plots.
Conversely, trees and shrubs inside the plots close to the plot edge could lean out of the
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plot and still be included in the AGB estimate, affecting the properties of the point clouds
of these plots but only to a small degree. Therefore, such edge effects may generally be
larger in the treeline ecotone due to the irregularly shaped stems that are seldom vertical.
Like the positional errors, edge effects will be relatively larger with decreasing plot size.
The effects from trees leaning in and out of the plot, as well as growing inside and outside
the plot, will decrease with an increase in the spatial homogeneity of the trees and shrubs.

The graphical display of the AGB se.s (%) at each iteration (Figure 5a–d) indicates that
the number of iterations were sufficient for both the TALL and SHORT strata. For all model
and stratum combinations, the se.s oscillated around the 0.5% stabilisation criterion after
around 10,000 iterations. However, for the SHORT and TALL strata, the se.s values were
not stable until after iterations 30,000 and 40,000, respectively. As many as 50,000 bootstrap
iterations are quite rare in comparable studies where biomass or other forest attributes
are estimated [29,87,88]. The reason is for this is partly because many studies do not use
an evaluation criterion for standard error stabilisation. However, the required number of
iterations depends on several factors such as the sample size and variability of the original
dataset used to fit the model, the complexity of the prediction model used, the desired
level of precision of the se estimate, and the uncertainty of the model parameters [89]. In
our study, the estimates of the model parameters were characterised by a high level of
uncertainty, resulting in a large number of necessary iterations.

Previous studies carried out in productive forests [30,50] have shown that models
relying on ALS metrics generally outperform those relying on DAP metrics [52] in terms
of prediction accuracy. However, based on the 95% confidence intervals, our study did
not find evidence of such a difference. While the R2 values indicated weaker relationships
between the AGB and DAP metrics compared to the corresponding relationships with the
ALS metrics, these weaker relationships were not reflected in the uncertainty estimates.
Additionally, the smaller slope parameter values of the DAP models for both strata com-
pared to those of ALS suggest that the DAP point cloud primarily represents the vegetation
surface without penetrating the canopies [30,31].

For the modelling, the challenges with the site conditions discussed above meant that
we had to choose a robust and simple modelling approach [74]. Even though models for
biomass based on point cloud metrics usually include metrics representing both forest
height and density, our models only included one statistically significant explanatory
variable (H90 or Hmean). Thus, the variation in tree and shrub density, as expressed by
the density metrics, was weakly correlated to AGB, and most of the variation could be
explained by just the height metrics of our AOI. This might make the models less useful in
cases where extrapolation outside the range of variability of the reference data is needed. In
our case, however, extrapolation was not extensive as extreme observations were purposely
included in our reference data by the way the plots were selected using the ALS data as
prior information to guide the sample selection. This was especially important since we
relied on linear models [90]. Such a strategy could be adopted in any study area where RS
data are available prior to fieldwork.

5. Conclusions

This study indicates that both ALS and DAP data can be used as auxiliary information
in area-based AGB estimation with respect to treeline ecotones. We found no significant
differences in terms of precision using the two data sources, both at the individual stratum
level and for the total area. Although, based on the RMSE and rel.RMSE values, the models
for the TALL stratum were more precise than those of the SHORT stratum, the 95% CIs for
the models had similar widths in relative terms. This research indicates that area-based
biomass estimation can also be carried out operationally in treeline ecotones. However,
further studies should be carried out to assess if the proposed method can support repeated
surveys for the purpose of AGB change estimation.
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Abstract 
Remotely sensed data have an important application for estimation of forest variables, e.g. height, volume, and aboveground biomass 
(AGB). The increased use of remotely sensed data implemented along with model-based inference has shown improved efficiency in 
prediction and mapping of such forest variables. In this study, plot-level airborne laser scanning data and Swedish National Forest 
Inventory field reference data were used to predict AGB using generalized linear models (GLMs) assuming Gamma and Tweedie 
distributions for the field observed AGB. The GLMs were selected considering the convenience of not correcting transformation bias as it 
is required in other regression models with transformed response variable. To overcome the challenge in providing reliable uncertainty 
estimates for the estimated forest variable map products at individual pixel-scale, we focused on computing 95% prediction intervals 
(PIs) for Gamma and Tweedie GLMs with a square root link function. The relative uncertainties were computed as the ratio between 
the half-width of the PIs and the predicted AGBs. The AGB-airborne laser scanning models were developed with root mean square 
error values of 22.6 Mgha−1 (26%) and 21.7 Mgha−1 (25%), respectively, for the Gamma and Tweedie GLMs. Two methods were applied to 
compute PIs for the Gamma GLM, one using the R package ‘ciTools’ and another derived through asymptotic theory. It was found that the 
95% PIs computed using ‘ciTools’ had the most accurate coverage probability in comparison to the other method. An extended version 
of these PIs was also utilized for the Tweedie GLMs. The range of PIs associated with the prediction of AGB were narrower for lower 
predicted AGB values compared with the length of higher predicted AGB values. Comparing the two fitted models, the Gamma GLM 
showed lower relative uncertainties for the lower range of predicted AGBs, whereas the Tweedie GLM showed lower relative uncertainties 
for the higher range of predicted AGBs. Overall, the Tweedie GLM provided a better model fit for AGB predictions. 

Keywords: aboveground biomass; Gamma distribution; generalized linear model; model-based inference; Tweedie distribution; uncer-
tainty estimation 

Introduction 
Forests play a crucial role in the global carbon cycle because of 
their ability to sequester carbon which is considered an important 
tool for mitigating climate change (FAO 2018). Forest biomass is 
therefore an important variable to describe the state and struc-
ture of forests. The need to acquire information about forest state 
and change has been increasing globally (IPCC 2022). The United 
Nations Framework Convention on Climate Change (UNFCCC) 
aims at achieving stabilized greenhouse gas concentrations in the 
atmosphere amongst others by protecting and increasing forest 
areas as they represent large carbon sinks (UNFCCC 2021). Field 
inventory data have been a primary source for collecting infor-
mation about forests for a long time. The field data collected by 
National Forest Inventories (NFIs) can be used for the estimation 
of the state and change of forest variables, e.g. aboveground 
biomass (AGB) and growing stock volume at regional and national 
level (Tomppo et al. 2010). However, the collection of field data 

is time-consuming, expensive and unfeasible in inaccessible ter-
rains. 

Using remotely sensed (RS) data as auxiliary information has 
proven to be an efficient method to overcome many challenges in 
spatially estimating forest variables (McRoberts et al. 2010; Næsset 
et al. 2011; Vauhkonen et al. 2014; Nilsson et al. 2017; Saarela 
et al. 2020). Previous studies have combined RS data and field 
data at the design phase of sampling experiments (e.g. McRoberts 
et al. 2002; Saarela et al. 2015; Haakana et al. 2019), whereas other 
studies have combined RS data and field data for the estimation of 
forest variables of interest using model-based approaches, which 
is more straightforward (Andersen et al. 2005; Hudak et al. 2008; 
Wulder et al. 2008; Nilsson et al. 2017; Persson and Fransson 2017; 
Saarela et al. 2020; Persson et al. 2020). 

Airborne laser scanning (ALS) has been combined with both 
parametric and non-parametric methods for producing accurate 
wall-to-wall predictions of forest variables, namely, tree height,
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biomass, and volume (Nilsson 1996; Næsset 2002; Holmgren 2006; 
Lim and Treitz 2006; Packalén and Maltamo 2007; Ståhl et al. 
2011a; Ståhl et al. 2011b; Vauhkonen et al. 2014; Maltamo et al. 
2016). Within model-based inference, target variables are pre-
dicted for individual map units based on the established model 
linking the available auxiliary data to the target variables. The 
model can be referred to as a super-population model (Särndal 
et al. 1978; Thompson et al. 1982; Gregoire 1998; Saarela et al. 
2020). Model-based inference has been used for the prediction 
of AGB and other related forest variables such as, mean tree 
height, dominant tree height, canopy height, mean diameter, stem 
number, basal area, and timber volume, using ALS as auxiliary 
RS data at plot and species level (e.g. Nelson, Krabill and Tonelli 
1988; Lefsky et al. 2002; Næsset, Bollandsås and Gobakken 2005; 
Gobakken and Næsset 2006; Maltamo et al. 2016). Various other 
studies using ALS as auxiliary data in the estimation phase of 
model-based inferences have been conducted (e.g. Næsset and 
Gobakken 2008; Ståhl et al. 2011b; Næsset 2011; Gobakken et al. 
2012). Some have compared machine learning algorithms, like 
random forest (RF), support vector machine, and artificial neural 
network, to generalized linear model (GLM) for the prediction of 
AGB (Schuh et al. 2020). The use of RS data allows the mapping of 
the variable of interest across larger regions and providing addi-
tional information about the spatial distribution of the variables 
(e.g. Franco-Lopez et al. 2001; Tomppo et al. 2008; Hollaus et al. 2009; 
Nord-Larsen and Schumacher 2012; Nilsson et al. 2017; Esteban 
et al. 2019, 2020; Saarela et al. 2020). 

The model-based inference can be further utilized for predict-
ing the target variable along with the estimation and mapping of 
uncertainties related to the target variable. There have been a few 
studies conducted for exploiting model-based inference methods 
for estimating uncertainties and mapping of target variables. 
Babcock et al. (2018) developed and examined the ‘coregionali-
zation’ modelling approach for the estimation of AGB with a 
combination of field inventoried data, ALS strip samples, and 
Landsat data to accommodate spatially structured errors for a 
more reliable characterization of uncertainty, for a study region in 
Tanana Valley, Alaska. Saarela et al. (2020) introduced generalized 
non-linear least square models within the hierarchical model-
based (HMB) inference framework linking ALS metrics and field 
measured AGB for the prediction and mapping of AGB for a study 
area located in south-central Sweden. The uncertainty propaga-
tion was estimated both at tree-level and plot-level and mapped 
for all individual pixels for the wall-to-wall ALS data. Uncertainty 
estimation studies have also been performed for non-parametric 
regression methods, such as RF (e.g. Zhang et al. 2019; Esteban et al. 
2019, 2020). We have not found any studies within the model-
based inference framework implementing GLMs for prediction 
of the target variable AGB, which do not require the correction 
of transformation bias as is required in cases for transformed 
response variables (Hudak et al. 2006). Computation of prediction 
intervals (PIs) as a form of uncertainty estimation is rarely dis-
cussed. Computation of PIs would provide a better understanding 
of the map products and the uncertainties for more effective 
practical uses (Fassnacht et al. 2023). Providing the prediction 
uncertainties for individual cases, i.e. the individual pixels in 
our case, adds value to the map products, as lack of reliable 
uncertainty estimates has been identified as one of the challenges 
in RS by Fassnacht et al. (2023). Therefore, in this current study, 
we present model-based inference for prediction and mapping of 
AGB and its associated prediction uncertainties for the Gamma 
and Tweedie distribution families. The main reason for using these 
two exponential dispersion models was that they are useful for 

Table 1. Summary statistics for the 500 NFI field plots. 

Data set Mean Minimum Maximum SD 

AGB (Mgha−1) 86.35 1.627 360.8 59.14 
DBH∗ (cm) 17.68 0.5358 73.49 8.676 
Height (m) 13.83 0.4312 36.50 6.016 

modelling positive data, such as our field observed AGB data, that 
have positively skewed distributions. 

The main objective of this study was to compute and compare 
pixel-level prediction uncertainties in the form of PIs for Gamma 
and Tweedie exponential dispersion models implemented within 
a model-based framework for AGB prediction. We utilized plot-
level AGB values from the Swedish NFI as the response variable 
and ALS metrics as the explanatory variables for fitting regression 
models for wall-to-wall prediction of AGB in a study area located 
in southern central Sweden. A particular objective of the study 
was also to compare two available methods for computing PIs, 
one available in the R package ‘ciTools’ (Haman 2017) and  an  
extension of Hattab’s (2016) method from a ‘log’ link to a ‘sqrt’ 
link, implemented for Gamma GLMs. 

Materials and methods 
Study area 
The study area is located in south-central Sweden with an overall 
area of 500 500 ha of which 390 900 ha is covered by forests. The 
forest-covered areas were selected using land-use maps available 
from the Swedish National Land Survey (Lantmäteriet 2019). The 
NFI plots from the entire study area are illustrated in Fig. 1a. 

The NFI plots were used for training the models and the 
AGB was predicted for the subset outlined in Fig. 1b with black 
solid line. 

Swedish NFI field data and ALS data 
Field data for 500 Swedish NFI plots in the study area were 
selected for the period 2009–11. The NFI plots are circular with 
a radius of 10 m and systematically sampled as clusters of plots 
over Sweden; for each plot, diameter at breast height (DBH) was 
measured for all trees, whereas height was available for only a 
few sampled trees (Valinger et al. 2019). The summary statistics 
for the NFI field plots are presented in Table 1 and the distribution 
of the plot-level AGB is shown in Fig. 2. Wall-to-wall ALS data with 
a point density of 0.5–1 points/m2 were available for 2009–11 from 
a national ALS survey carried out by the Swedish National Land 
Survey (Lantmäteriet 2019). ALS metrics for the corresponding 
plots were extracted using the Fusion software (McGaughey 2020). 
Five plots were identified and discarded from the data set since 
they were found to be clear cut between the field inventory and 
the scanning dates and had effect from trees located outside the 
plot boundaries. The wall-to-wall rasters were generated from 
the point clouds with raster cells of 18 × 18 m2, which roughly 
conforms with the area of the NFI plots. 

Modelling 
Assuming the field reference AGB to be approximately Gamma or 
Tweedie distributed, both Gamma and Tweedie regression models 
were implemented to link the plot AGB with ALS metrics. The ALS 
metrics were selected as explanatory variables of the models from 
a set of 100 candidate variables using the leaps::regsubsets vari-
able selection algorithm (Lumley and Miller 2022).The regression 
model parameters were estimated using the maximum likelihood 
estimation method. Predicted AGB and a corresponding PI were
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Figure 1. (a) The study area in south-central Sweden and the cluster of NFI sample plots used in the study, and (b) the sub-area for producing the 
prediction maps. 

Figure 2. Histogram representing the plot-level field AGB with the mean indicated as a black dashed line at 86.23 Mgha−1. 
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Figure 3. Methodological overview of the study. 

computed for each pixel in the wall-to-wall raster generated using 
the Gamma or Tweedie model. The methodological overview is 
shown in Fig. 3. 

AGB-ALS Generalized Linear Models 
The GLMs are an extension of the traditional linear models but in 
the case of GLMs the distribution of the response variable does 
not have to be Gaussian. For fitting models, we used the glm 
function in the R package ‘stats’ (R Core Team 2021). The families 
‘Gamma’ and ‘Tweedie’ distributions were used for the response 
variable, i.e. AGB, as the field observed AGB from the NFI was non-
normal and had positive continuous values. Tweedie distributions 
are defined as exponential dispersion models with 

var (AGBi) = φE(AGBi)
q , (1)  

where φ is the dispersion parameter and q is the variance power. 
By comparing Akaike information criterion (AIC) values for com-
peting Tweedie GLMs, q was set to 1.25. Tweedie distributions with 
1<q<2 are sometimes called Poisson–Gamma distributions (Dunn 
and Smyth 2018). 

Using Cook’s distance and a threshold equal to 1 (Zuur et al. 
2009), and checking with historical NFI entries for the permanent 
plots, five out of the 500 sample plots were identified as outliers 
and were discarded from the data set in the modelling phase, 
as mentioned above. Different link functions, like ‘identity’, ‘sqrt’ 
(square root), ‘log’, and ‘inverse’, were tested for the AGB-ALS 
Gamma and Tweedie GLMs and the best models were selected 
based on hypothesis testing on individual model parameters, AIC 
values, and by analyzing the distribution of the quantile residuals. 
The pseudo-R2 for both models was computed by subtracting the 
ratio of the residual deviance and the null deviance of the GLM 
model from 1 (McFadden 1974; Hu, Shao and Palta 2006). 

The AGB-ALS models were used for predicting AGB for the 
entire study area. The rasters of the explanatory variables were 
checked thoroughly before implementing the wall-to-wall predic-
tions. For the h90 raster, all pixel values above 35 m were set to 35 m 
based on the histogram of the h90 pixel values and considering 
terrain model errors. 

Estimation of PIs for the AGB-ALS model 
A PI is an estimate of an interval in which a single future response 
observation will fall with some specified probability (1 − α)•100%, 
where α is some fraction between 0 and 1 (Millard and Neerchal 
2000). The value of α is typically set to 0.05. PIs are often used in 
multiple linear regression, but for Gamma and Tweedie regression, 
they are seldom used and discussed. 

R package ‘ciTools’ 
For Gamma regression, PIs can be computed with the R package 
‘ciTools’. The algorithm in Figure 4 describes the ‘ciTools’ package 

Figure 4. Algorithm describing the method of estimating the PIs by the 
‘ciTools’ package. 

implementation for computing PIs ( Haman 2017), which we used 
in our study. The package does not yet have the Tweedie distri-
bution implemented, so we implemented it for our computations. 
Essentially, Tweedie was included in the set of supported fami-
lies of distributions in ‘add pi.glm’ and we made it possible to 
simulate Tweedie responses in ‘get sim response’. For the latter, 
we used the R function ‘rTweedie’ from the ‘mgcv’ package. As 
the Tweedie GLM was computationally more complicated and 
heavy to be handled by the R package ‘ciTools’, only a systematic 
sample (no. of pixels = 466 719) of the predicted AGB pixels were 
extracted from the predicted AGB map (Fig. 6c) and used for the 
computation of the 95% PIs. 

In Hattab (2016), another method for computing PIs was 
derived for Gamma regression models with the ‘log’ link function. 
In the present study, we derived and evaluated corresponding PIs 
for the case when the Gamma regression models were based on 
the ‘sqrt’ link function. 

Let β̂ denote the estimated vector of model coefficients and r̂ 
the estimated shape parameter of the Gamma regression model. 
The latter estimate can be obtained using the ‘gamma.shape’ 
function in the R package MASS (Venables and Ripley 2004). Our 
proposed 95% PI for a future response observation, for a given 
vector of explanatory variables x0, is  given  by  

⎛ 

⎝ Ĝ(0.025)(x ′
0β̂) 

2 

2r̂ 
, 

Ĝ(0.975)(x ′
0β̂) 

2 

2r̂ 

⎞ 

⎠ , (2)  
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where Ĝ(0.025) and Ĝ(0.975) are estimated 0.025 and 0.975 quantiles 
of the distribution of 

G = χ2 
2r̂ 

z
√

4(x ′
0β̂)

−2 
x ′

0I−1(β̂)x0 + 1 
(3) 

where χ2 
2r denotes a chi-squared distributed random variable with 

degrees of freedom = 2r, z a standard normal random variable, 
and I(β̂) the information matrix. The random variables χ2 

2r̂ and z 
are assumed to be independent. The estimated quantiles may be 
obtained as the sample quantiles obtained from a large number 
of realizations of the random variable G. We refer to the Supple-
mentary Material for the derivation of the PI. If the sample size n 
of training data is small, it might be advantageous to replace the 
standard normal random variable z in (2) with a random variable 
from a t distribution with n − p degrees of freedom, where p is the 
number of explanatory variables in the model (cf. Hattab 2016). 

Comparative analysis of the PI estimation 
methods 
The two methods for computing PIs for the Gamma GLMs were 
compared using Monte Carlo simulations (Supplementary Mate-
rial) in combination with: (i) the extension of Hattab’s (2016) 
method from a ‘log’ link to a ‘sqrt’ link and (ii) the method avail-
able in the R package ‘ciTools’. In these simulations, we compared 
the estimated coverage probabilities and average lengths of PIs for 
the two methods across different sample sizes (n = 495, 50, and 10). 
Coverage probability is the probability that the interval covers a 
future observation of the response variable, given the values of 
the explanatory variables (Casella et al. 2002). 

The GLMs were applied to the wall-to-wall raster to generate 
maps of predicted AGB and prediction uncertainties, covering a 
subset of the study region as shown in Fig. 6a–d. To generate the 
uncertainty map for the Tweedie GLM (Fig. 6d), the uncertainties 
for the sampled predicted AGB pixels were interpolated for the 
entire range of the predicted AGB raster using a linear relation-
ship between the predicted AGBs and uncertainties. The relative 
uncertainty was calculated as the half-width of the PIs relative 
to the predicted AGB value and multiplied by 100 (Sims et al. 
2021) (Fig. 7b and d), for Gamma and Tweedie GLM, respectively, 
and overlaid with a layer representing the boundaries of felling 
activities that were registered after 2011, which is the year the 
map represents (Skogsstyrelsen 2023). 

Results 
The selected explanatory variables were the following ALS met-
rics: vegetation ratio (v), the 90th height percentile

(
h90

)
, and  

the interaction term between h90 and v
(
h90 × v

)
. The  v metric is 

calculated as the proportion of the first laser returns above 1.5 m 
to all first returns. The Gamma and Tweedie regression models 
formulated for the estimation of AGB were 

ηAGBi = β0 + β1h90 + β2v + β3
(
h90 × v

)
, (4)  

where ηAGBi = (E (AGBi))
1/2 , i.e. the ‘sqrt’ link function was used. 

The estimated model coefficients β̂0, β̂1, β̂2, and  β̂3 are presented 
in Tables 2 and 3 for Gamma and Tweedie regression, respectively. 
The P-values have been represented for each estimated model 
coefficients for the Gamma and the Tweedie GLM models in 
Tables 2 and 3, respectively, and a low P-value (i.e. ≤.05) indicates 
that the corresponding true coefficient is significantly different 
from zero. 

Table 2. Estimated model parameters for AGB-ALS Gamma GLM 
model. 

Model 
coefficients 

Estimated 
values 

Standard error P-value 

β̂0 1.51 0.076 <.002 × 10−13 

β̂1 0.159 0.018 <.002 × 10−13 

β̂2 0.032 0.233 × 10−2 <.002 × 10−13 

β̂3 0.002 × 10−2 0.226 × 10−3 <.002 × 10−13 

Table 3. Estimated model parameters for AGB-ALS Tweedie GLM 
model. 

Model 
coefficients 

Estimated 
values 

Standard error P-value 

β̂0 1.32 0.170 60.6 × 10−13 

β̂1 0.227 0.021 <.002 × 10−13 

β̂2 0.034 0.284 × 10−2 <.002 × 10−13 

β̂3 0.157 × 10−2 0.241 × 10−3 <.002 × 10−13 

Table 4. Statistics for the GLM fit assessment. 

Model statistics Gamma GLM Tweedie GLM 

AIC 4395 4215 
Pseudo-R2 0.8454 0.8844 
RMSE 22.59 Mgha−1 21.74 Mgha−1 

Relative RMSE 25.99% 25.02% 

The obtained AIC, pseudo-R2, root mean square error (RMSE), 
and relative RMSE values are listed in Table 4. The lowest 
AIC value for Gamma GLM and better residual and quantile– 
quantile (QQ)-plots were obtained for the ‘sqrt’ link function. 
Figure 5a and c shows plots of quantile residuals, obtained using 
the R package DHARMa (Hartig 2022). If a GLM model is valid, 
these quantile residuals will approximately follow a uniform 
distribution on the interval (0,1). The results of the Kolmogorov– 
Smirnov test of uniformity, the dispersion test, and the outlier 
test given in the QQ-plot of the quantile residuals suggest that 
there are deviations from the Gamma GLM assumptions. In 
the scatterplot of quantile residuals against (rank transformed) 
predictions of AGB, empirical 0.25, 0.5, and 0.75 quantiles in 
y direction (solid lines) are compared with the corresponding 
theoretical 0.25, 0.5, and 0.75 quantiles (dashed lines), and the plot 
suggests that there are significant deviations from the expected 
quantiles. In practical applications, the assumptions are never 
exactly true. However, the deviations from the Gamma GLM 
assumptions suggested by the quantile residual plots indicate 
that it might be possible to find a better model for the AGB data. 
Such a model is provided by the Tweedie GLM. In comparison, no 
significant problems were detected in the quantile residual plots 
for the Tweedie GLM. Also, from the different model statistics 
presented in Table 4, it can be observed that the Tweedie GLM with 
RMSE value of 21.74 Mgha−1 (25.02%) is better than the Gamma 
GLM with RMSE value of 22.59 Mgha−1 (25.99%), indicating that 
the Tweedie regression provided a better fit than the Gamma 
regression. 

For the largest sample size of n = 495 (the entire field sample 
in our study), the two methods perform equally well in terms of 
coverage probability and average length of PIs (we refer to the 
Supplementary Material for details). An advantage with the PIs 
from ‘ciTools’ is that they were faster to compute.
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Figure 5. Plots for the Gamma (a), (b) and Tweedie GLMs (c), (d): (a, c) a QQ-plot of quantile residuals and a scatterplot of quantile residuals against 
(rank transformed) predictions of AGB; (b, d) predicted AGB (Mgha−1) versus field reference AGB (Mgha−1). 

The predicted AGB values ranged from 3.11 to 331 Mgha −1 

and from 2.82 to 324 Mgha−1 for the Gamma and Tweedie GLM, 
respectively. The associated prediction uncertainties (the differ-
ence between the 95% PIs) ranged from 3.53 to 387 Mgha−1 and 
from 14.9 to 252 Mgha−1, as seen in Fig. 6b and d, for the Gamma 
and Tweedie GLM, respectively. Each prediction uncertainty was 
calculated as the difference between the endpoints of 95% PIs 
(Fig. 7a and c), for Gamma and Tweedie GLM, respectively. A sub-
set of the predicted AGB map and prediction uncertainty map 
for the Gamma GLM has been presented for a small sub-region 
within the study area in Fig. 8a and b, respectively. The polygons 
in the predicted AGB map in Fig. 8a represent the mature forests 
delineated for felling activities, which tend to also correspond to 
the regions with high uncertainty values in the map of prediction 
uncertainties in Fig. 8b. 

Discussion 
In this study, we have introduced the computations of 95% PIs 
to account for prediction uncertainties in Gamma and Tweedie 
regression with ‘sqrt’ link function implemented for modelling 
and mapping of forest AGB. Studies on model-based estimation of 
AGB, mapping over large areas and uncertainty estimation have 
been done previously (e.g. Næsset and Gobakken 2008; McRoberts 
2010; Ståhl et al. 2011; Maltamo et al. 2016; Nilsson et al. 2017; 
Saarela et al. 2020), but estimation of prediction uncertainties in 
the form of PIs has not been widely discussed and used in case 
of model-based estimation of AGBs with exponential dispersion 

models and for the wall-to-wall prediction maps. Residual plots 
in Fig. 5a and c suggest that the Tweedie GLM provides a better fit 
than the Gamma GLM. Whereas, in the scatter plots of the pre-
dicted AGB versus the field reference AGB in Fig. 5b and d, there  
appears to be no such distinct difference between the Gamma and 
the Tweedie GLM. Gamma regression models with different link 
functions and weights were tested in order to reduce the impact 
of some of the large residual values (which can be identified from 
the scatterplots in Fig. 5a), but no improvements were achieved. 
These observations could be a result of positional errors between 
the field plots and the ALS data, as the ALS data were extracted 
from exact circular plots that often do not correspond to the tree 
crowns of the trees included in the field plots (Mauya et al. 2015). 
The higher residuals might also occur because of measurement 
errors in the field data or because of the modelling approach, 
which might not capture the complex relationship between the 
response variable and the auxiliary data. 

In Fig. 7a and c, it was observed that the PIs are narrower 
in the lower range of the predicted AGB values and gradually 
widen towards the higher predicted AGB values, i.e. the difference 
between the 95% PIs increases with increasing predicted AGB 
values. Thus, the range of the associated uncertainties increase 
with increasing predicted AGB values (typically older forests) 
meaning that higher predicted AGB values have a broader range 
of uncertainty associated with them as compared with the lower 
predicted AGB values for both the Gamma and Tweedie GLMs. 
This might be because younger trees have more homogeneous 
growth conditions and therefore exhibit more similar growth
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Figure 6. (a, c) AGB map predicted for the entire study area; (b, d) map of prediction uncertainties for the entire study area, where the uncertainty was 
computed as the difference between the endpoints of the 95% PIs for the respective models. 

rates which result in lower variability amongst the trees in the 
stands. Whereas, forests with higher AGB values, usually indicat-
ing mature forest, may have more variability because of more 
complex growth conditions induced by long periods of competi-
tion and the occurrence of disturbances. 

PIs account for uncertainties by estimating the mean along 
with the uncertainty associated with prediction of the individual 
units, i.e. pixels in our case (Hattab 2016). The trend between 
uncertainty and predicted AGBs can also be observed from the 
raster maps in Fig. 6a–d. The higher predicted AGBs represented
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Figure 7. (a, c) Graphical representation of the predicted AGB map values (in Mgha−1) with their corresponding 95% PIs; (b, d) relative uncertainty 
versus the predicted AGB (Mgha−1) for the Gamma and Tweedie GLMs, respectively. 

as the yellow or lighter green pixels in Fig. 6a and c correspond 
to the pixels with higher uncertainties (represented with red 
in Fig. 6b and d), and similarly the lower predicted AGB values 
correspond to the pixels with lower uncertainties in the raster 
maps generated from the Gamma and Tweedie GLMs, respectively. 
This trend can be seen in Fig. 8a and b for a sub-region within the 
study area. Therefore, the uncertainty maps can be used as ori-
entation when planning future field inventories by, for example, 
conducting more intense sampling in mature stands in order to 
get more precise predictions. 

The relative uncertainties represented in the scatterplots 
Fig. 7b for the Gamma GLM were more or less constant between 
55% and 70%, whereas the relative uncertainties obtained from 
the Tweedie GLM (Fig. 7d) were higher at the lower range of 
predicted AGB values. The average relative uncertainty value for 
the Tweedie regression (56.3%) was lower compared with that 
for the Gamma regression (60.3%). If AGB corresponds directly to 
stand age, then we can say that the Tweedie GLM would be more 
effective in mature or woody stands. 

The overall accuracy in terms of relative RMSE of the AGB-
ALS GLMs was similar or higher than the relative RMSEs reported 
in other studies of AGB estimation conducted in Sweden (e.g. 
Nilsson et al. 2017; Saarela et al. 2020). Nilsson et al. (2017) 
implemented robust regression models for the large-scale pre-
diction and mapping of stem volume, tree height, stem diameter, 
basal area, and biomass, and Saarela et al. (2020) implemented 
a generalized non-linear regression model for the modelling and 
mapping of AGB along with the uncertainties within an HMB 
framework. Based on these studies, we have elaborated the 
large-scale mapping of AGB and the prediction uncertainties 

further in terms of 95% PIs for the introduced Gamma and 
Tweedie regression models. These studies also bring forward 
the need of such statistically sound uncertainty analyses of 
prediction maps of forest variables, which can have useful impact 
on the decision-making of forest management activities, such as 
taxation to forest owners. The uncertainty maps can also be used 
as an auxiliary product for designing future inventories indicating 
more sampling units to be laid out in forests areas with higher 
uncertainty. 

In future works, it would be interesting to compare the gener-
ated predicted AGB and uncertainty rasters with available maps 
providing information about species distribution dependent on 
land use land cover classes (e.g. National Land Cover Database 
2020) or species maps generated using Sentinel-2 imageries (e.g. 
Axelsson et al. 2021), to understand the distribution of biomass 
levels and ranges of prediction uncertainty dependent on the 
distribution of individual species. It would also be interesting to 
account for the uncertainty contributions from the design and 
model phase by using a hybrid-inference framework (Gobakken 
et al. 2012; Corona et al. 2014; Ståhl et al. 2016; Condés and 
McRoberts 2017; Persson et al. 2022; Saarela et al. 2022). 

Conclusion 
In this study, the computation of prediction uncertainties as 95% 
PIs for Gamma and Tweedie GLMs for the prediction and mapping 
of AGB for a large, forested area (390 900 ha) in Sweden was 
demonstrated. The Tweedie GLM model resulted in lower RMSE 
and relative RMSE values than the Gamma GLM. Two methods for 
computing 95% PIs for Gamma GLMs with a ‘sqrt’ link function
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Figure 8. (a) Map of predicted AGB and (b) map of prediction uncertainties—for a sub-region within the study area overlaying the felling boundaries 
(represented by the delineated polygons) for the case of Gamma GLM. 

were compared, i.e. the method available in the R package ‘ciTools’ 
and an extension of the method suggested by Hattab (2016). For  
larger sample sizes it was found that both methods performed 
equally well in terms of coverage probability and average length 
of PIs, but that PIs from the R package ‘ciTools’ were faster to 
compute. Therefore, the R package ‘ciTools’ was used for the 
Gamma GLM as well as for computation of the 95% PIs for the 
Tweedie GLM, in the latter case only for a systematically sampled 
set of predicted AGB pixels as the Tweedie GLM was computa-
tionally more complicated and expensive. It was observed that 
the range of uncertainties associated with the prediction of AGB 
was narrower for lower predicted AGB values (i.e. typically young 
forests) compared with the range of higher predicted AGB values 
for both the GLMs. From the relative uncertainty scatterplots, it 
could be stated that the Tweedie GLM was observed to be more 
accurate for the higher range of predicted AGB values. But broadly, 
the importance of such uncertainty analysis and maps, as has also 
been presented in earlier studies, is to provide information about 
the accuracy of the predicted forest variable, which might affect 
the decision-making of future forest management and planning. 
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Supplementary material 1 

Appendix 2 

Prediction intervals for gamma regression with a square-root link  3 

A fitted regression model is often used for prediction of a new individual response 𝑦0 when the 4 

explanatory variable vector is equal to 𝒙0. Such a predicted value is often supplemented by a prediction 5 

interval. For gamma regression models with a square-root link, we will investigate two methods for 6 

computing prediction intervals. One of the methods is provided through the R package ciTools [Haman, 7 

2017] while the other method is obtained below by extending the method suggested by [Hattab, 2016] 8 

from a log link to a square-root link. 9 

In a generalized linear model (GLM), the response variable 𝑦 is assumed to follow a 10 

particular distribution in the exponential family of distributions. Members of this family of 11 

distributions have probability density functions that can be expressed in the form 12 

𝑓(𝑦; 𝜃, 𝜙) = exp (
𝑦𝜃 − 𝑏(𝜃)

𝑎(𝜙)
+ 𝑐(𝑦, 𝜙)), 

 

where 𝑎(∙), 𝑏(∙), and 𝑐(∙) are functions, and 𝜃 and 𝜙 are parameters [e.g., Myers et al., 2013]. One 13 

member of this family is the gamma distribution, which has the density 14 

𝑓(𝑦) =
1

𝛤(𝑟)𝜆𝑟
𝑦𝑟−1exp (−

𝑦

𝜆
), 

 

where 𝛤(𝑟) is the gamma function. The mean of 𝑦 is 𝜇 = 𝑟𝜆 and the variance is 𝑉𝑎𝑟(𝑦) = 𝑟𝜆2. That 15 

the density function of the gamma distribution is in the form of the exponential family follows by 16 

setting 𝜃 = −(𝜆𝑟)−1, 𝑎(𝜙) = 𝑟−1, 𝑏(𝜃) = − ln(−𝜃), and 𝑐(𝑦, 𝜙) = 𝑟 ln 𝑟 − ln 𝛤(𝑟) + (𝑟 −17 

1) ln 𝑦 , which implies that 18 

𝜇 = 𝑟𝜆  

and 19 

𝜇 = 𝑟𝜆  

To denote that 𝑦 is gamma distributed with parameters 𝑟 and 𝜆, we write 𝑦~Gamma(𝑟, 𝜆). 20 

With independent response observations, 𝑦1, … , 𝑦𝑛, a square-root link gives the following model for 21 

the mean, 22 

𝜇𝑖
1/2

= 𝒙𝑖
′𝜷,  

where 𝜷 is the vector of coefficients of the regression model and 𝒙𝑖 is a vector of explanatory variables, 23 

𝑖 = 1, … , 𝑛. The asymptotic variance-covariance matrix of 𝜷̂ using this link is given by 24 

𝐼−1(𝜷̂) = (𝑿′∆𝑽∆𝑿)−1[𝑎(𝜙)]2,  

where 𝐼(𝜷̂) is the information matrix,  25 

∆ = diag {
𝜕𝜃𝑖

𝜕𝒙𝑖
′𝜷

} = diag {
2

(𝒙𝑖
′𝜷)

3} = diag {
2

𝜇𝑖
3/2

}, 
 



and 26 

𝑽 = diag{𝑉𝑎𝑟(𝑦𝑖)} = diag {
𝜇𝑖

2

𝑟
} 

 

[e.g., Myers et al., 2013]. Thus, with a square-root link we have 27 

∆𝑽∆ = diag {
4

𝑟𝜇𝑖
}. 

 

Let 𝑦0 denote the response value for a given explanatory vector 𝒙0. The corresponding predicted value 28 

is 𝑦̂0 = (𝒙0
′ 𝜷̂)

2
. By Lewis, Montgomery, and Myers [2001], the asymptotic distribution of 29 

𝑦̂0 − (𝒙0
′ 𝜷)2

√𝒅0
′ 𝐼−1(𝜷̂)𝒅0

 
 

is 𝑁(0, 1), where 30 

𝒅0 =
𝜕𝜇̂0

𝜕𝜷̂
 

 

and, by the chain rule, 31 

𝜕𝜇0

𝜕𝜷
=

𝜕𝜇0

𝜕𝜃0

𝜕𝜃0

𝜕𝒙0
′ 𝜷

𝜕𝒙0
′ 𝜷

𝜕𝜷
=

𝑉𝑎𝑟(𝑦0)

𝑎(𝜙)

2

(𝒙0
′ 𝜷)3

𝒙0 = (𝒙0
′ 𝜷)4

2

(𝒙0
′ 𝜷)3

𝒙0 = 2(𝒙0
′ 𝜷)𝒙0.     

 

By the consistency of 𝜷̂ and Slutsky’s theorem [e.g., Gut 2013], 32 

𝑦̂0(𝒙0
′ 𝜷)−2 − 1

√4(𝒙0
′ 𝜷̂)

−2
𝒙0

′ 𝐼−1(𝜷̂)𝒙0

 
 

is approximately normally distributed with mean 0 and variance 1, and 𝑦̂0(𝒙0
′ 𝜷)−2 has approximately 33 

the same distribution as 34 

𝑧√4(𝒙0
′ 𝜷̂)

−2
𝒙0

′ 𝐼−1(𝜷̂)𝒙0 + 1 
 

where 𝑧 is a standard normal random variable. 35 

By our assumptions, 36 

𝑦0~Gamma(𝑟, (𝒙0
′ 𝜷)2/𝑟),  

which implies that 2𝑟𝑦0(𝒙0
′ 𝜷)−2 is chi-squared distributed with 2𝑟 degrees of freedom [Bain, 2006]. 37 

Finally, we proceed in a similar way as in Hattab [2016], and set 38 

𝐺 =  
𝜒2𝑟̂

2

𝑧√4(𝒙0
′ 𝜷̂)

−2
𝒙0

′ 𝐼−1(𝜷̂)𝒙0 + 1

, 
(1)  



where 𝜒2𝑟̂
2  denotes a chi-squared distributed random variable with 2𝑟̂ degrees of freedom, 39 

independent of 𝑧.  Let 𝐺(0.025) and 𝐺(0.975) denote the 0.025 and 0.975 quantiles of the distribution of 40 

𝐺. Then, 41 

𝑃 (𝐺(0.025) ≤
2𝑟𝑦0(𝒙0

′ 𝜷)−2

𝑦̂0(𝒙0
′ 𝜷)−2

≤ 𝐺(0.975)) = 𝑃 (
𝐺(0.025)𝑦̂0

2𝑟
≤ 𝑦0 ≤

𝐺(0.975)𝑦̂0

2𝑟
) ≈ 0.95 

 

for large sample sizes 𝑛. Estimates 𝐺̂(0.025) and 𝐺(0.975) of the quantiles can be found using simulations, 42 

and an approximate 95% prediction interval is then obtained as 43 

(
𝐺(0.025)(𝒙0

′ 𝜷̂)
2

2𝑟̂
′ 

𝐺(0.975)(𝒙0
′ 𝜷̂)

2

2𝑟̂
) 

 

(2)  

By arguing as in Hattab [2016], we will also consider a slight modification of the prediction interval in 44 

(2), obtained by replacing 𝑧 in (1) by 𝑡𝑛−𝑝, which denotes a t-distributed random variable with 𝑛 − 𝑝 45 

degrees of freedom. That is, let  46 

𝐻 =  
𝜒2𝑟

2

𝑡𝑛−𝑝√4(𝒙0
′ 𝜷̂)

−2
𝒙0

′ 𝐼−1(𝜷̂)𝒙0 + 1

 , 
(3)  

and let 𝐻̂(0.025) and 𝐻̂(0.975) denote estimates of the 0.025 and 0.975 quantiles of the distribution of 47 

𝐻. The modified prediction interval is then given by 48 

(
𝐻̂(0.025)(𝒙0

′ 𝜷̂)
2

2𝑟̂
′ 

𝐻̂(0.975)(𝒙0
′ 𝜷̂)

2

2𝑟̂
), 

 

(4)  

A simulation study 49 

In this Monte Carlo simulation study, we compared three different methods for computing prediction 50 

intervals for gamma regression models with a square-root link: 51 

 PIciTools, which is the prediction interval obtained through the R package ciTools; 52 

 PInorm, which is the interval given by (2); and 53 

 PIt, which is the interval given by (4). 54 

In the simulations, response data were generated according to the fitted model in Table 2 in the main 55 

text. Prediction intervals were computed for the following cases: 56 

Case 1: ℎ90 = 5.144 and 𝑣 = 45.66474 57 

Case 2: ℎ90 = 6.536 and 𝑣 = 60.16260 58 

Case 3: ℎ90 = 9.050 and 𝑣 = 68.68687 59 

Case 4: ℎ90 = 10.670 and 𝑣 = 75.54348 60 

Case 5: ℎ90 = 12.364 and 𝑣 = 85.42714 61 

Case 6: ℎ90 = 14.488 and 𝑣 = 88.34951 62 

Case 7: ℎ90 = 15.270 and 𝑣 = 94.41624 63 



Case 8: ℎ90 = 17.076 and 𝑣 = 102.5210 64 

Case 9: ℎ90 = 20.414 and 𝑣 = 109.3407 65 

For Case 𝑗, the value of ℎ90 was chosen to be approximately equal to the 𝑗th decile of the values of ℎ90 66 

in our sample data from the 500 NFI plots, where 𝑗 = 1, … ,9. The corresponding values of 𝑣 were 67 

chosen likewise. The explanatory variables used in the models were 𝑥1 = ℎ90, 𝑥2 = 𝑣 and 𝑥3 = ℎ90 × 𝑣. 68 

The following algorithm for performing the simulations was considered:  69 

1. From the fitted model in Table 2, generate a response observation corresponding to case 70 

𝑗.  71 

2. Generate a random subsample of size 𝑚 without replacement from the set of 𝑛 72 

observations of 𝒙 = (𝑥1, 𝑥2, 𝑥3). 73 

3. For each 𝑖 = 1, … , 1000: 74 

a) From the fitted model in Table 2, generate a response observation corresponding to 75 

each observation in the subsample from step 2. 76 

b) Based on the generated data in 2 and 3a), fit a gamma regression model with a square-77 

root link and with 𝑥1, 𝑥2, and 𝑥3 as explanatory variables. 78 

c) Compute 95% prediction intervals PIciTools, PInorm, and PIt for case 𝑗. 79 

4. For each case 𝑗 and each prediction interval method in 3c), compute the proportion of 80 

times the response observation in step 1 is covered by the interval. 81 

5. For each case 𝑗 and each prediction interval method in 3c), compute the average width of 82 

the interval.   83 

As the 𝑛 observations of 𝒙 = (𝑥1, 𝑥2, 𝑥3), we used all but five of the observations corresponding to the 84 

500 NFI plots. The removed observations were identified as outliers. Thus, 𝑛 = 495. Estimated 85 

quantiles of the distributions of 𝐺 and 𝐻 were in each case obtained from 1 million replicates of 𝐺 and 86 

𝐻, respectively. Ideally, the proportions computed in step 4 of the algorithm should be as close as 87 

possible to the nominal level 0.95. 88 

The results of the simulations are presented in Tables A and B. 89 

Table A. Estimated coverage probabilities from Algorithm 2. 90 

  Case 

PI 𝑚 1 2 3 4 5 6 7 8 9 

PIciTools 495 0.955 0.950 0.955 0.953 0.949 0.956 0.952 0.957 0.953 

PInorm 495 0.954 0.952 0.951 0.956 0.945 0.958 0.951 0.956 0.950 

PIt 495 0.954 0.952 0.950 0.956 0.945 0.957 0.951 0.956 0.950 

PIciTools 50 0.935 0.951 0.953 0.929 0.943 0.938 0.930 0.943 0.939 

PInorm 50 0.905 0.936 0.940 0.917 0.938 0.926 0.921 0.937 0.922 

PIt 50 0.905 0.935 0.940 0.917 0.938 0.926 0.922 0.937 0.922 

PIciTools 10 0.889 0.891 0.894 0.902 0.911 0.900 0.901 0.881 0.902 

PInorm 10 0.434 0.697 0.776 0.804 0.811 0.798 0.801 0.761 0.766 

PIt 10 0.434 0.697 0.778 0.804 0.812 0.798 0.801 0.761 0.766 
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Table B. Average widths of prediction intervals from Algorithm 2. 92 

  Case 

PI 𝑚 1 2 3 4 5 6 7 8 9 

PIciTools 495 23.8 41.4 58.3 73.8 100.1 124.0 148.6 186.8 241.7 

PInorm 495 23.7 41.3 58.2 73.6 100.2 123.8 148.2 186.5 241.6 

PIt 495 23.7 41.3 58.2 73.6 100.2 123.8 148.2 186.5 241.6 

PIciTools 50 24.6 42.4 58.5 74.7 100.6 124.5 148.6 187.8 247.7 

PInorm 50 22.7 39.6 55.1 70.7 95.6 118.9 141.4 178.1 231.4 

PIt 50 22.7 39.6 55.1 70.7 95.6 118.9 141.4 178.1 231.5 

PIciTools 10 62.0 56.7 62.8 75.1 101.7 124.7 151.6 192.5 266.4 

PInorm 10 19.4 31.5 43.2 55.0 75.5 92.3 110.8 137.2 179.8 

PIt 10 19.4 31.6 43.3 55.1 75.6 92.4 110.9 137.3 180.4 

 93 

For the larger sample size, 𝑚 = 495, PIciTools, PInorm, and PIt all have estimated coverage probabilities 94 

close to the nominal level 0.95 (Table A), and are equally good with respect to average widths of 95 

intervals (Table B). For the medium sample size, 𝑚 = 50, PInorm and PIt produce shorter prediction 96 

intervals on average than PIciTools, but their estimated coverage probabilities are a bit too low. In 97 

comparison, the estimated coverage probabilities for PIciTools are the better ones when 𝑚 = 50, and 98 

much better when 𝑚 = 10. In the latter case, the estimated coverage probabilities for PIciTools are about 99 

0.90, which is too low, but the corresponding results for PInorm and PIt are worse. Another advantage 100 

with the intervals PIciTools is that they are faster to compute. 101 

 102 
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ABSTRACT

Remote sensing (RS) techniques have been used for
mapping forest variables, such as stem volume (important
for forest management activities associated with timber
production), over large areas which can be updated more
frequently than with field inventory (FI) data. In this study,
wall-to-wall TanDEM-X synthetic aperture radar images
were used as auxiliary RS data for model-based prediction
of stand-level volumes for two models, trained using
volumes computed from FI (A) and airborne laser scanning
estimations (B), respectively. The models were validated
with harvester data available for independent stands. It was
observed that the performance of model B was slightly
better compared to model A based on adjusted R2 and root
mean squared error values. Therefore, it can be concluded
that a completely RS based approach for prediction and
mapping of stand volumes would be as promising as a
method based on FI data along with being cost- and
labour-efficient.

Index Terms— Airborne laser scanning, harvester data,
stand volume, synthetic aperture radar, TanDEM-X.

1. INTRODUCTION

The use of auxiliary remote sensing (RS) data has been
increasing over the past decades. RS data have been paired
with field reference datasets for estimating forest variables
such as, height, volume and aboveground biomass (AGB),
in, e.g., [1], [2], [3]–[10], [11]–[17]. Stand- and tree-level
volume estimates have been more extensively used by forest
owners for measuring merchantable timber and forest
products [18]. The collection of field inventory data is more
cost and labour intensive when compared to acquiring aerial
and spaceborne RS data, especially, in remote and
inaccessible terrains.

Airborne laser scanning (ALS) data have been
previously used for large scale mapping of AGB and
volume [19], [20], but, using a wall-to-wall satellite image
for large scale mapping of such forest variables would be
even more time efficient [21], [22]. The German synthetic
aperture radar (SAR) mission – TanDEM-X constitutes of a
pair of satellites (launched in 2007 and 2010) carrying
X-band SAR sensors, flying as an interferometer with global

coverage. Several studies have been conducted using
TanDEM-X for model-based inferences of forest AGB,
volume and tree heights, in, e.g., [18], [23]–[29]. The use of
TanDEM-X enables extraction of the vegetation height
using the interferometric phase height (ph) and coherence
[22]. The ph contains information about tree heights as well
as forest density, which can be correlated to AGB and
volume estimations [18], [22]. In some previous studies by
[18], [30], these interferometric variables have been used to
estimate forest volume at the stand level. Until now, manual
field inventory data have been used as reference data for
model-based estimations of volume, except for a handful of
studies [2]. Still, models entirely based on RS data have not
been implemented for large-scale mapping of forest
variables.

Therefore, the main objective of this study was to
use wall-to-wall TanDEM-X SAR data for modelling and
mapping of stand-level forest volume across the entire test
site and evaluating the performance of models A and B
trained with stand-level volumes estimated from forest
inventory data and volumes estimated based on ALS and
national forest inventory (NFI) data, respectively. Stand
volumes for independent forest stands within the same test
site, estimated from harvesters during felling activities, were
used for validating the models.

2. MATERIALS AND METHOD
2.1. Study area
The test site located in central Sweden, covers an area of
50,000 ha approximately (as shown in Fig 1a-b), majorly
dominated by Scots pine (Pinus sylvestris), Norway spruce
(Picea abies), Lodgepole pine (Pinus contorta) and other
deciduous tree species.
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Figure 1. Represents the test site constituting the forest
stands used for training models A and B (marked with
‘green’) and forest stands used for validation of the models
available from the harvester data (marked with ‘red’).

Pine constituting around 50%, spruce around 44%
and deciduous and other tree species constituting about 6%
of the total species composition [2].

2.2. Field and Remote Sensing data
The field inventory data were acquired in 2019. Thirty
stands were inventoried within the test site (marked with
‘green’ in Fig 1b). The inventory was done with an average
of 8 circular plots (with 8m radius) distributed
systematically across the stands. The distance between the
plots and the number of plots varied for each stand
depending on the stand area. The field inventory data were
used as reference to select these 30 stands as training data
since the field inventory data constituted observations over
entire range of age-classes in the stands.

The ALS data were acquired in 2019 by a Leica
ALS80 sensor from a 3000 m flight height and having an
average point density of 1.5 points/m2 scanning over entire
Sweden. The mean volumes (in m3ha-1) for the same
individual 30 stands were extracted from the volumes
estimated using the ALS metrics and the corresponding NFI
plots over the scanned regions.

The TanDEM-X dataset was acquired on 14th
November 2015 for HH (horizontally transmitted and
horizontally received) polarization in strip-map mode. The
SAR data specifications have been mentioned in Table 1.

Table 1. TanDEM-X SAR data specifications.
Polariz-a
tion

Pixel resolution Multilook
factor

SLC* Resampled

HH 2.5(slant)×3.3
(azimuth) m2

10×10 m2 5×5

*SLC – single look complex.

The pre-processing was done as explained in [22]
and similar image variables were derived, namely
backscatter, ph and corrected coherence (c_coh). The
complex interferogram was obtained as

γ
~

=
𝐸[𝑠

1
𝑠

2
*]

𝐸[ 𝑠
1| |2]𝐸[|𝑠

2
*|

2
]

(1)

where, is the complex correlation co-efficient, E[.] is theγ
~

expectation value, * is the complex conjugate and s1 and s2
are the Hermitian product of the two complex SAR images
[18], [31].

A minimum cost flow function was used for
unwrapping the phase followed by a phase-to-height

sensitivity raster to obtain the height from the
interferometric phase information [22].

The validation dataset consisted of 151 stands with
volumes estimated from the harvester data (marked with
‘red’ in Fig 1b) acquired between 2019 and 2022. The
average stand-level volume for the entire test site is 172.5
m3ha-1 based on the harvester data accounting for only
matured trees in stands. These 151 stands were checked and
categorised into thinned (28) and clear-felled (123) stands.
The thinned stands were discarded from the dataset to avoid
representing over-estimated stand-volumes for such stands.

2.3. Volume estimation models
All the parameters derived from the TanDEM-X data were
tested for statistical significance as model co-efficients of
the explanatory variables for both model A and B. The final
regression models A and B, represented in Eq. 2,

𝑣𝑜𝑙 =  β
0

+ β
1
𝑝ℎ0.5 + ε (2)

where, ‘vol’ represents the response variable (stand volume
in this case), β0 and β1 are the model coefficients and ɛ is the
random error.

The ph values ranged between [-5, 28]. Models A
and B were compared based on adjusted co-efficient of
determination (adj-R2) and root mean squared error (RMSE)
values with

𝑅𝑀𝑆𝐸 =  1
𝑛  Σ

𝑖=1
𝑛 (𝑦

𝑖
− 𝑦

^

𝑖
)

2 (3)

where y is the reference values, is the predicted values,𝑦
^

and n is the number of stands in the validation dataset.

3. RESULTS, DISCUSSION AND CONCLUSIONS

The results show that for both models A and B, expected
value of stand volumes had dependency on the ph with a
power of 0.5, as represented in Table 2. The power value of
0.5 for ph was a slight deviation compared to previous
studies, e.g., [18], [22], [28]. The corresponding model
coefficients of ph and c_coh were statistically significant in
the models but c_coh did not contribute in improving the
model prediction accuracy, as observed similar to [22], and
was therefore, not included in the models. Also, both
models A and B were formulated with intercepts
non-significantly different from 0. The statistical summary
of model validation has been presented in Table 3. The
predictions of model B were slightly more accurate based on
the adj-R2 and RMSE values when compared to that of
Model A. From Fig 2, there is no distinct difference
between models A and B in the trend of the two plots
representing the relation between the predicted stand
volumes against the observed stand volumes. The predicted
values in the lower range of volume were over-estimated in
both cases. The overestimation of these stands with low
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stand volumes might be due to that thinning activities were
carried out which could not be filtered out during the
categorising of the validation dataset or might be due to
measurement errors in the harvester volumes. The
relationship between the predicted and the observed
volumes are almost linear for stand volumes ranging
between 150 m3ha-1 and 400 m3ha-1 . Stand volume maps for
the entire test site were predicted for both the models, as
presented in Fig 3.

The approach based on laser scanning estimates
(method B) appeared as accurate and promising as the field
inventory based approach (method A) for mature stands.
Therefore, this study indicates that dedicated field
inventories intended to train models to estimate forest
volume wall-to-wall based on TanDEM-X could be
eliminated and replaced by estimates from low-resolution
LiDAR and NFI data. This reduces costs and makes forest
planning and decision making more efficient without
compromising the accuracy of the stand volume estimates.
The approach needs to be tested further in other sites and the
temporal robustness of the model parameters needs to be
further analysed.

Table 2. Summary of model parameters.
Model Intercept ph0.5

A -82.37• 113.2***

B -62.30• 104.3***

•= p>0.05 and ***=p≤0.001.

Table 3. Summary of statistics of volume prediction model
validation.
Model adj-R2 RMSE (m3ha-1) n

A 0.58 46.5 (22.3%) 123

B 0.60 44.6 (21.4%) 123

Figure 2. Scatterplots of observed volume vs predicted
volume for: (a) model A and (b) model B.

Figure 3. Wall-to-wall prediction maps of volume: (a) model
A and (b) model B.
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