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ARTICLE INFO ABSTRACT
Keywords: Many key ecological dynamics such as biomass distributions are only detectable on a fine spatiotemporal scale.
Species distribution modelling Autonomous data collection with Unmanned Surface Vehicles (USV) creates new possibilities for cost efficient
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and high-resolution aquatic data sampling. However, the spatial coverage and sampling resolution remain un-
certain due to the novelty of the technology. Further, there is no established method for analysing such fine-scale
autocorrelated data without aggregation, potentially compromising data resolution. We here used a USV with an
echosounder, a conductivity-temperature sensor and a flourometer to collect data from April-July 2019-2023 in
a 60x80km area in the central Baltic Sea. The USV covered a total distance of 8000 nmi, over 42-81 days per
year, with an average speed of 0.5 m/s. We combined the hydroacoustic data with publicly available oceano-
graphic data from Copernicus Marine Service Information (CMSI) to describe seasonal distribution dynamics of a
small pelagic fish community. Key oceanographic variables collected by the USV were correlated with CMSI
estimates at daily/monthly resolution, respectively, to test for suitability to scale (Temperature 0.99/0.97;
Salinity —0.77/—0.26; Chlorophyll-a 0.12/0.28). We investigated two approaches of Species Distribution Models
(SDMs): generalized additive models (GAM) versus spatiotemporal generalized linear mixed effect models
(GLMM). The GLMMs explained the observed data better than the GAMs (R2 0.31 and 0.20, respectively). The
addition of environmental variables increased the explanatory capability of GAM and GLMM by 25 % and ~ 3 %,
respectively. Due to the high data resolution, we found significant amounts of positive autocorrelation (R:
0.05-0.30) across more than 50 sequential observations (>6 hours). However, we found that diel patterns in fish
detection strongly affected the abundance estimates due to vertically migrating species hiding in the ‘acoustic
dead zone’ near the seabed. Such dynamics could only be estimated and corrected for in predictions on the high-
resolution data, complicating the trade-off between autocorrelation and high-resolution for SDMs. We compared
estimates and effect sizes/directions in identical SDMs on 2x2km/month aggregated (i.e non-autocorrelated)
observations and non-aggregated (i.e. autocorrelated) observations, and found relatively little difference in
spatiotemporal estimates (r = 0.80). For the first time, we predicted the distribution of a small pelagic fish
community at a high spatial resolution, in an area essential to breeding top predators, opening up for new ap-
plications in ecological studies locally and globally.

1. Introduction organisms’ dispersal capabilities (Chaalali et al., 2016; Pulliam, 2000),
the presence of interacting species (Wisz et al., 2013) and specific

The spatiotemporal distribution of organisms is key in understanding habitat requirements (Guisan and Zimmermann, 2000). As such, or-
population dynamics. Such distributions are influenced by the ganisms distribute in an environment based on factors such as resource
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availability (Charnov, 1976), competition (Fretwell and Calver, 1969;
Krivan et al., 2008), predation (Benoit-Bird et al., 2017; Fauchald, 2009;
Moody et al., 1996), life stage (La Mesa et al., 2010; Maathuis et al.,
2023) and environmental conditions (Elith and Leathwick, 2009).
Because animals interact with each other, disperse and migrate, repro-
duce and die, population numbers and spatial distributions vary through
time. This variation leads to the persisting challenge of mapping species
at a high temporal resolution accurately and efficiently (Giske et al.,
1998; Hughes et al., 2021; J. Miller, 2010; Patterson et al., 2008; Wal-
dock et al., 2022). However, small-scale and short-term spatiotemporal
dynamics in abundance of species can be crucial for ecosystem functions
(Elith and Leathwick, 2009), e.g. during reproduction for predators
(Durant et al., 2005; Hilborn et al., 2017; Keogan et al., 2018).

In surveys of aquatic environments, pelagic species demography is
assessed by combining measurements of hydro-acoustic backscatter
with biological sampling, e.g. by pelagic trawling (Giske et al., 1998;
Pennino et al., 2020; Simmonds and MacLennan, 2005). However, the
main aim of these surveys is to provide estimates of the fish population
indices (usually abundance or biomass) to be used in stock assessment
for fisheries management (WGFAST, ICES, 2023.2). The surveys are
typically short, covering extensive areas with a low spatial and temporal
resolution, often without resampling within the same year due to the
high running costs (e.g. vessel time, crew, instrumentation). This results
in loss of details in the inherent dynamics of the population changes that
may be of high ecological significance (Durant et al., 2005; Elith and
Leathwick, 2009; Hilborn et al., 2017; Phillips et al., 2022; Robinson
et al.,, 2011). In contrast, long-term continuous hydro-acoustic data is
frequently sampled by moored equipment at a fixed position, providing
important insights in fish ecology (e.g. Egerton et al., 2018; Kaartvedt
et al., 2023; Maathuis et al., 2023), but the area covered is inherently
restricted. Therefore, both large scale, short-term vessel surveys and
long-term studies at fixed positions present limitations for studies where
high spatiotemporal resolution is needed.

In the recent decade, various types of unmanned surface vehicle
(USV) have become available for scientific data collection (Ghani et al.,
2014; Swart et al., 2016), providing an alternative way to monitor large
areas with high resolution over long time periods (De Robertis et al.,
2021). USVs can collect a range of data types continuously, without
demanding on-site crew besides during deployment and retrieval,
dramatically decreasing the costs of operation (Liu et al., 2016). Further,
they can often operate in areas that larger vessels cannot access, such as
shallow water and fragile ecosystems (Liu et al., 2016), decreasing
spatial sampling bias (Hughes et al., 2021). Equipped with several
different sensors, USVs can simultaneously sample a range of environ-
mental variables such as salinity, temperature, phytoplankton and depth
of water column (Swart et al., 2016), important for generating infor-
mative spatial predictions of fish over time (Panzeri et al., 2023; Pennino
et al., 2020; Rooper and Zimmermann, 2007). While large public data-
bases (e.g. from E.U. Copernicus Marine Service Information; hereafter
CMSI) aid with important information on physical and biogeochemical
oceanographic variables, they mainly constitute of model estimates with
coarse spatiotemporal resolution (Ghani et al., 2014; Michener, 2015).
This creates an uncertainty tied to the compatibility to own resolution,
and so in-situ sampled data can provide a valuable opportunity to
compare.

Species distribution models (hereafter SDMs) comes in a wide range
of approaches that integrate abundance and oceanographic data
(Robinson et al., 2011), with the ability to predict if species are likely to
occur in non-sampled locations or time periods (Panzeri et al., 2023;
Pennino et al., 2020). SDMs are routinely used in Ecosystem-Based
Fisheries Management, to provide valuable information on Essential
Fish Habitats and Vulnerable Marine Ecosystems, as well as to inform
protection and restoration strategies (Lauria et al., 2017; Panzeri et al.,
2023). They also help defining stock changes (Orio et al., 2019) and
habitat suitability under projected climate change scenarios (Palermino
et al., 2024; Panzeri et al., 2024).
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When implemented in SDMs, high-resolution data comes with a
significant challenge of spatiotemporally autocorrelation (Robinson
et al., 2011). For weaker correlations, adding correlation structures (i.e.
for temporal and/or spatial autocorrelation) to complex SDM model
frameworks (Robinson et al., 2011), or including relevant predictive
variables (i.e. finer time or space variables) or order/group the corre-
lated data in a meaningful way (Carlsen et al., 2023) can be sufficient.
For stronger or longer lasting correlations, the most common approach is
to simply aggregate the data (ICES, 2021c) consequentially compro-
mising the high resolution and important ecological dynamics in it.
Thus, defining meaningful ways to conserve high data resolution while
producing trustworthy predictions is essential.

We here investigate the utility of USV-based collection of spatio-
temporally high-resolution hydroacoustic and environmental data as a
new tool for studies of ecological dynamics. For the first time, we
investigate high-resolution SDMs for a community of small pelagic fish
over an extended period of time and in a ~ 480 km? area essential for
vulnerable seabird species. We perform a stepwise procedure of fish
distribution analyses in an attempt to conserve the high resolution of the
data, and investigate the effects of autocorrelation on a spatial predic-
tion. This paper specifically:

1) Report the coverage and utility of a USV for scientific monitoring.

2) Correlate environmental data sampled by USV with environmental
variable estimates from CMSIs database.

3) Produce and compare SDMs of different complexities (i.e. model
type, explanatory variables, error structures, data sources and data
resolution) for a community of small pelagic fish, to investigate the
gains and limitations of the information retrieved.

4) Estimate the spatiotemporal distribution and variations in biomass,
detailing out the effects of each variable, and contrast two different
data aggregations (i.e. the full-resolution versus 2x2km spatial ag-
gregations within the month of the year), to evaluate the auto-
correlated high-resolution model estimates.

5) Present spatiotemporal fish distribution predictions for future
ecological studies.

2. Methods
2.1. Study design and general description of study site

2.1.1. Study design

We collected data using a remotely operated USV, Sailbuoy,
(Offshore Sensing AS, Bergen, Norway) equipped with an echosounder,
a conductivity- and temperature sensor (CT), and from 2021 on, a
fluorometer (see 2.2 Scientific sensors below). The study was performed
in the Central Baltic Sea (International Council for the Exploration of the
Sea, ICES, subdivision 27; statistical squares 42G7-44G7), off the island
of Stora Karlso, Sweden (Fig. 1), that hosts the largest seabird colonies in
the Baltic Sea. Sampling was performed in transects that were typically
sailed in bows between four virtual geolocation cursors, with a range of
~60-80 km from, and back to >2 km from Stora Karlso (Fig. 2). The
sampling transects were designed to cover the area in which the
breeding seabirds at Stora Karlso perform their foraging trips (Evans
et al., 2013; Isaksson et al., 2019) from late April to late July, years
2019-2023.

2.1.2. Upper trophic levels of the study system

Island of Stora Karlso hosts 26,000 pairs of common guillemot (Uria
aalge), 12,000 pairs of razorbill (Alca torda), and 2000 pairs of great
cormorant (Phalacrocorax carbo sinensis), amongst other species. In
addition a significant population of grey seals (Halichoerus grypus) is
present in the area (Ahlgren et al., 2022), with daily observations at
Stora Karlso in the summer months. These top predator species forage on
small pelagic fish (Hentati-Sundberg et al., 2018; Kadin et al., 2012;
Lundstrom et al., 2010) of which the three most abundant species in the
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Fig. 1. Map of area and zoom in on survey area and with Stora Karlso, 57°17'1"N 17°58'19'E (red circle). (For interpretation of the references to colour in this figure

legend, the reader is referred to the web version of this article.)
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Fig. 2. The USV Sailbuoy (Offshore Sensing AS) (left) and five example sampling transects performed by the USV in May 2021 (right) from and back to Stora Karlso
(red circle). Yellow circles indicate the four virtual geolocation cursors used to define sampling transects. (For interpretation of the references to colour in this figure

legend, the reader is referred to the web version of this article.)

study area are the two commercially sought clupeid species sprat
Sprattus sprattus and herring Clupea harengus, and three-spined stickle-
back Gasterosteus aculeatus. No other fish species are nearly as numerous
in the study region (ICES, 2021b). The entire Baltic Sea spawning stock
biomass (SSB) was estimated to be 1,380,565 t for sprat in 2022 (ICES,
2023), and 364,981 t for herring in 2020 (ICES, 2021a). Although there

is no stock assessment for sticklebacks, the relative abundance has
increased drastically in recent years (Bergstrom et al., 2015; Olin et al.,
2022; Olsson et al., 2019). All three species interchangeably utilize the
area for spawning and feeding during the period of this study (Candolin
et al., 2008; Jgrgensen et al., 2005b; Ojaveer and Kalejs, 2010). Spring
spawning herring utilize the shallow seabed areas from March to May
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(Jorgensen et al., 2005a, 2005b) partially alongside sticklebacks which
spawn continuously from May to July (i.e. coast-wards migration starts
in April). Sprat on the other hand perform spawning migrations to and
from deeper basin areas from March to July where one individual can
spawn several times over the season (Aro, 1989). While the Baltic Sea
also host autumn (from July) spawning herring, their population size is
low and their use of this area is unknown (ICES, 2013).

2.2. Data collection

2.2.1. USV operation

The USV was 2 m long and weighed ~60 kg. It moved by sail, with an
electronic rudder. Every twenty minute, the position of the sail and
rudder was reassessed, sailing in one of four possible directions (i.e.
‘tacks’) in relation to the wind (two headwind and two downwind). The
USV was primarily operated in autopilot mode, where a waypoint was
given, and an algorithm based on wind direction and sailing speed
automatically chose the best tack. The route was limited to a given
radius from the transect as to decrease chances of sailing onto land. All
remote communication with the USV was accomplished through Iridium
Communication Incorporation’s global satellite interface, where both
steering, vessel and sensor settings could be adjusted, and data from
both the vessel log and scientific sensors (see 2.2. Scientific sensors
below) could be inspected in near real time (ten minutes delay). For
more information about the USV structure, mechanical and electronic
features see Wullenweber et al. (2022).

Using wind for propulsion, the USV would usually not move with
wind strengths <2 m/s, leading to the decision of integrating data by
time instead of distance (Ghani et al., 2014). All electronic parts of the
USV were solar powered, and therefore the entire USV operation was
solely driven on renewable energy.

2.2.2. Scientific sensors

Hydro-acoustic data for fish distribution estimates were collected
using a Simrad Wide Band Transceiver (WBT)-mini scientific
echosounder with an ES-200CDK transducer, produced by Kongsberg
Maritime. The echosounder was mounted on a gimbal in the hull at 0.6
m depth. All hydroacoustic data acquisitions was planned in Simrad EK
Mission Planner 3.3.x. The echosounder was run in wideband mode
(frequency sweep 185-255 kHz) with a ping rate of 1/1.4 s to suit the
low speed of the USV. Data was recorded to 100 m depth, as a permanent
stratification (halocline) and anoxia in the study area prevents fish from
distributing below 70-80 m (Weidner et al., 2020). The echosounder was
calibrated using a 38.1 mm tungsten sphere, with the same settings as
used in the data collection, one-two times per year in the study area
following internationally standard methodology (ICES, 2021c).

Salinity and water temperature were collected with a Cabled CT
Sensor produced by NBOSI, at 0.3 m depth. Fluorescence and turbidity
were collected with an ECO-triplet-w fluorometer with a self-cleaning
system, produced by Sea-Bird Scientific, at ~20 cm depth facing
downwards. The frequencies collected were Chlorophyll-a (Chl) (470/
695 nm, excitation/emission), Phycocyanin (Pc) (630/680 nm, excita-
tion/emission), and turbidity/backscatter (700 nm). The data was
collected in ten minutes acquisition loops, with one sensor at the time
(order: (1) CT-sensor; (2) fluorometer, (3) echosounder continuously for
7 min, (4) full shut-off of all sensors).

2.3. Data treatment and dataset information

All raw echosounder data treatment, including calculation of cali-
bration values, were performed in Echoview Software Pty Ltd. v. 13. Our
hydroacoustic data cleaning followed a 3-step approach. In Step 1, we
visually inspected echograms to familiarize ourselves with the possible
NASC range of fish data. Step 2 involved generating surface (Fraser
et al., 2017) and bottom exclusion lines using statistical methods, which
we tested across various depths and habitats. In Step 3, we reviewed all
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exclusion lines visually on exported echograms and adjusted them as
necessary, iterating back to Step 2 when needed. Echo integration
(Simmonds and MacLennan, 2005) was performed for depth layers of 4
m over 7 min intervals, each constituting of 300 pings. The integrals
were summarized as Nautical Area Scattering Coefficient (hereafter
NASC), with unit m? nmi~2, which is used as a proxy for biomass in this
study (see Table 1). We examined a range of the highest values in the
dataset, returning to Step 1 to identify likely extreme integration cells
for direct inspection, removing any cells or intervals where values were
unlikely to represent fish. We set the upper NASC limit at 10,000
m?nmi~? per integrated cell (4 m depth * 10 min time range) for two
reasons: (1) visual inspection of raw data often showed cells reaching
6000-8000 m2nmi~2, suggesting higher values were possible, and (2) it
represented a natural cut-off in the data distribution, as detailed in
Appendix Al. All further statistical analyses were performed using R
versions 3.6.3 and 4.2.2 (R Core Team). The GPS-position for each data
point gives the mean position of all pings within the seven minutes of
sampling. All depth layers of the water column within the same time
interval were cumulated, giving a dataset of NASC per mean time and
position for each interval, in total 41,292 observations. For analyses on
aggregated data, the mean of all observations within 2 x 2 km squares
per month of the year was extracted, resulting in a dataset of 1899 ob-
servations. All dates and times were set to local time (CEST).

Data gathered from the European Union Copernicus Marine Service
Information (hereby CMSI; last download 09.10.2023) was limited to a
rectangle slightly exceeding size of the area sampled with USV in lati-
tude (56.50824°-57.80822°) and longitude (16.93013°-18.23579°),
while the temporal selection was limited to the earliest and latest date
sampled with the USV. The datasets were downloaded in two resolu-
tions, monthly average- and daily average estimates (Table 1), and the
bathymetry was also retrieved from CMSI. CMSI model estimates for
years 2022 and 2023 had not been corrected by the same standard as
models from previous years at the time of this study (i.e. due to a 2 year
lag in verification, see Le Traon et al., 2019), and may thus still contain
occasional errors. However, the data was visually inspected for outliers,
and none were identified.

2.4. Statistical analyses

Correlation tests were performed using Pearson correlation analyses
(i.e. through the ‘R base’ function cor()) for observations and model
estimates, Variance Inflation Factor (‘car’ function vif()) for model
predictors and temporal autocorrelations assessments (‘R base’ function
acf()), along with visual inspections (e.g. Appendix A7 and A8.3).

2.4.1. Models setup and relevant variables

Generalized additive model (GAMs; mgcv), and spatiotemporal
generalized mixed effect model (GLMM; sdmTMB, see Anderson et al.,
2022) with spatiotemporal fields and smooths/priors (i.e. mimicking
GAMMs), were used as SDMs to model the distribution of the small
pelagic fish community in the sampled area. While GAMs could be
constructed with spatiotemporal random fields (i.e. through Stochastic
Partial Differential Equations, or SPDE, see D. L. Miller et al., 2020),
GLMM models within the framework of sdmTMB hold great advantages
in explaining data with complex structures. This is especially due to the
variety of options for spatiotemporal field realizations such as the pos-
sibility to define suitable spatial meshes to the specific data, and the use
of separable versus non-separable time-space effects (Anderson et al.,
2022). However, GAMs have advantages in being highly flexible in
defining non-linear relationships without assumptions, and in explain-
ing complex data with less information (e.g. non-parametric). Thus, the
simplest models (i.e. without spatiotemporal structure) here were per-
formed as GAMs, while more complex spatiotemporal models were
fundamentally GLMMs. All models used in this study are presented in
Table 2.

All models tested used ‘NASC’ as response variable, which was log-
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Table 1
Data variable information. See Literature for dataset sources Anonymous a—d.
Variable Unit Sensitivity Resolution Total Variable Source Collection method Variable status
sensor range
range
Nautical Area m? nmi—2 Hourly mean 0.0001-8000 usv Simrad WBT mini, 70 Observation
Scattering cm depth
Coefficient (NASC)
Salinity Mmbhos +/— 0.005 Hourly mean 0-60 0-11.9 usv NBOSI CT 40 cm depth ~ Observation, Sea
/em surface
Temperature (Temp)  °C +/— 0.002 Hourly mean 0-30 3.1-25.9 usv NBOSI CT 40 cm depth ~ Observation, Sea
surface
Chlorophyll pg/1 + —0.025 Hourly mean 0-50 0-7.3 usv Sea Bird ECO triplet 20  Observation, Sea
(Chl) cm depth surface
Salinity PSU (~Mmhos/  —0.01 Monthly and 6.3-7.4 CMSI Moored monitoring Estimate,
cm) daily on (Anonymous c, stations, CTD and ferry = Sea surface
2x2km grid Anonymous d) boxes
Temperature °C 0-5m: —0.4  Monthly and 3.3-20.6 CMSI Moored monitoring Estimate, Sea
(Temp) 5-30 m: 0.1 daily on (Anonymous c, stations, CTD, L3 surface
30-80:m 2x2km grid Anonymous d) satellite imagery and
0.3 ferry boxes
80-200: 0.3
Chlorophyll —0.72 Monthly and 0.5-4.1 CMSI Moored monitoring Estimate, Sea
(Chl) daily on (Anonymous a, stations, CTD, L3 surface
2x2km grid Anonymous b) satellite imagery and
ferry boxes
North-South m/s —0.08 - Monthly on —0.1-0.1 CMSI Moored monitoring Estimate, weighted
currents 0.23 m/s 2x2km grid (Anonymous c, stations average of water
(NS_current) —17° - 38° Anonymous d) column
East-West m/s —0.08 - Monthly on —0.1-0.1 CMSI Moored monitoring Estimate, weighted
currents 0.23 m/s 2x2km grid (Anonymous c, stations average of water
(EW_current) —17° - 38° Anonymous d) column
Current speed m/s —0.08 - Monthly on 0.003-0.128 CMSI Moored monitoring Estimate
0.23 m/s 2x2km grid (Anonymous c, stations
Anonymous d)
Depth of seabed meter -749-0 2x2km grid -166.4 - 0 CMSI (Anonymous Observation
(Depth) a)
Week Julian week 16-31 usv Observation
Hour Cyclic 24 h 00-23 usv Observation
Year Julian year 2019-2023 usv Observation
Month Julian month 4-7 usv Observation
X,Y UTM X: Calculated from Observation
coordinates, 619.4-697.1 USV latitude,
CRS 33N Y: longitude
6290-6311

transformed due to its wide range in values and their near Poisson dis-
tribution (see fig in Appendix Al). Explanatory variables were chosen
based on literature for fish distribution (e.g. Aro, 1989; Cardinale et al.,
2003; Giske et al., 1998; Maravelias & Reid, 1995; Pennino et al., 2020;
Sabatini et al., 2004; Schaeffer et al., 2008; Watson et al., 2015) and
availability of environmental variables from the area and time of the
study (Table 1). While temperature (Nottestad et al., 2007), salinity and
chlorophyll are established variables for determining abundance in
SDMs of many aquatic species, hour of the day was expected to affect the
detection rather than the true abundance (Cardinale et al., 2003; Mello
and Rose, 2009). Both ‘Week’ and ‘Month’ was included for different
scales of seasonal dynamics, as they were not correlated (i.e. as tested by
Variance Inflation Factor, VIF = 0.03) while improved the models.
Water currents were included as they can affect availability of food for
planktivores (Sabatini et al., 2004; Schaeffer et al., 2008; Watson et al.,
2015), organisms metabolic cost and movement (Maathuis et al., 2023;
Simmonds and MacLennan, 2005). Currents can also affect organisms
distance to the seabed /topographic structures (Maravelias, 1999),
along with the stratification of the water- and thus the detectability by
echosonar (Mello and Rose, 2009). The effect of, ‘depth’ (i.e. of the
seabed) is likely to interact with the time of day, as benthic hiding/a-
coustic dead-zone is primarily a problem when depth of the seabed is
shallower than the anoxic zone. However, to reduce model complexity
and avoid over-parametrization we chose ‘hour’ to detail out the cyclic
pattern in fish detection.

The GLMMs were fitted on a spatial mesh based on the coordinates of

observations across all years. The temporal field of the model was by
months as the entire survey area was aimed to be resampled once per
month. In addition, all environmental variables from CMSI were
monthly averages in fish biomass models. The variable Julian ‘week’
was added to capture finer scale changes in fish biomass due for example
to short-term weather patterns and behaviour in general. Models were
initially tested against simplified models in terms of fixed and random
effects included, and smooth structures, where the models with best log
likelihood (LL) were selected for further analyses. The final model
evaluation was based on the statistical estimates of log likelihood,
maximum absolute error (MAE), root mean square error (RMSE) and
coefficient of determination (R2) of the highest ranked models. Best
models were selected based on explanatory ability through cross vali-
dations of 70/30 % training/test data (see Results). Autocorrelation
structures of models were checked with the function acf() (Appendix
A7). Explanatory variables were checked for correlation using R base
function cor() (see Appendix A3) and variables representing the same
environmental variable (e.g. ‘Temperature’ from the USV versus CMSI)
were never present in the same model. While water column averages of
CMSI estimates for temperature and chlorophyll explained the fish dis-
tribution better than surface estimates (Appendix A3), we proceeded
with the surface estimates due to the wish to correlate the variables
against the observations made by the USV (i.e. which was only able to
collect data at the surface). Residuals and goodness of fit were visually
inspected, and several distribution families for log NASC were tested
before student distribution with 4 degrees of freedom was selected as the
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Table 2

Numbered overview of all the models. The smoothers were b-spline ‘s(...)’, cy-
clic s(...,bs=’cc’), random intercept (1|...). For spatiotemporal and spatial
models, the random fields are given in [brackets], and the correlation structure

(i.e. Autoregression = AR1; Identical and independent = IID) is indicated.

Model
name

Model formula/structure

Rationale

Model
type

Model 1

Model 2

Model 3

Model 4

Model 5

Model 6

Model 7

Model 8

Model 9

log NASC ~ s(Week) + s
(Hour, bs = ‘cc’) + s(Depth)
+ Year

log NASC ~ s(Week) + s
(Hour, bs = ‘cc’) + s(Depth)
+ s(NS_current) + EW_current
+ Current speed + s(Temp) +
s(Chl) + s(Salinity) + Year
log NASC ~ s(Week) + s
(Hour, bs = ‘cc’) + s(Depth)
+ (1|Year); [Month, X/Y];
Correlation structure AR1;

log NASC ~ s(Week) + s
(Hour, bs = ‘cc’) + s(Depth)
+ s(NS_current) + EW._current
+ Current speed + s(Temp) +
s(ChD + s(Salinity) + (1|
Year); [Month, X/Y];
Correlation structure AR1;

log NASC ~ s(Week) + s
(Hour, bs = ‘cc’) + s(Depth)
+ s(NS_current) + EW_current
+ Current speed + s(Temp) +
s(ChD + s(Salinity) + (1|
Year); [Month, X/Y];
Correlation structure AR1;

log NASC ~ s(Week) + s
(Hour, bs = ‘cc’) + s(Depth)
+ s(NS_current) + EW_current
+ Current speed + s(Temp) +
s(Chl) + s(Salinity) + (1|
Year); [Month, X/Y];
Correlation structure AR1;

log NASC ~ s(Depth) +

NS _current + EW_current +
Current speed + s(Temp) + s
(Chl) + s(Salinity) + (1|Year)
+ (1|Month); [X/Y];
Correlation structure IID;

log NASC ~ s(Depth) + s
(NS_current) + EW _current +
Current speed + s(Temp) + s
(ChD) + s(Salinity) + (1|
Year); [Month, X/Y];
Correlation structure AR1;

log NASC ~ s(Hour, bs = ‘cc’)
+ s(Depth) + s(NS_current) +
EW._current + Current_speed +
s(Temp) + s(ChD + s
(Salinity) + (1|Year); [Month,
X/Y]; Correlation structure
ARI;

Baseline GAM model

Model 1 with CMSI
environmental variables

Baseline GLMM model

Model 3 with CMSI
environmental variables

Model 4 with ‘Temperature’
and ‘chlorophyll’ from USV,
years 2021-2023

Model 4 on years
2021-2023

Spatial Model 4 without
‘Week’ and ‘Hour’ for
2X2km data aggregation

Model 4 without ‘Hour’ and
‘Week’, for comparison with
Model 7

Model 4 without ‘Week’
for simplified time
structure in prediction

GAM

GAM

GLMM

GLMM

GLMM

GLMM

GLMM

GLMM

GLMM

best available option (see Appendix Al). Space-time was separable for
all full-data GLMMs through ‘autoregressive’ correlation structure
(AR1), but inseparable for the aggregated data GLMM through ‘identical
and individual distributed’ autocorrelation (IID) (Lindgren et al., 2023).
The decisions were based on residual fit and the time and space span
between observations (i.e. > 10 min in full-data and 1 month in the
aggregated data).

2.4.2. Analyses workflow

First, we tested how well the fish distribution in 2019-2023 could be
estimated by two different model types: a GAM and a spatiotemporal
GLMM (Table 2). Two different complexities were investigated, with
and without additional environmental variables (GAM Models 1 and 3
and GLMM Models 2 & 4 respectively), to see if information on monthly
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average of a set of environmental parameters (i.e. CMSI provided
salinity, temperature, chlorophyll-a and current direction/speed) could
improve the two different model types.

The discrepancy between USV observations and CMSI model esti-
mates of temperature, salinity and chlorophyll-a was evaluated in two
ways. First, a correlation test, with CMSI estimates versus USV obser-
vations were performed between the high-resolution daily averages of
CMSI estimates to the USV observations, contrasted with low-resolution
monthly averages of CMSI estimates. As the year 2021 was the only year
with both Chlorophyll data from the USV and verified CMSI daily esti-
mates (Le Traon et al., 2019), the fine resolution correlation was based
solely on this year, but with cross references to the correlations of
monthly estimates to all available years (2019-2023). Second, the sig-
nificance of the discrepancy was tested through model performances in
two contrasting GLMMs using USV (Model 5) and CMSI (Model 6) sea-
surface variables respectively (monthly CMSI estimates), with the
baseline structure as provided below. The variables compared in the
GLMMs were temperature and chlorophyll-a values from the years 2021
to 2023. As the local salinity measures from the USV deviated signifi-
cantly from the CMSI estimates (and also from the Swedish Metrological
and Hydrological Institute data, see Results), we chose to proceed with
CMSI values for salinity also in Model 5.

To address the potential effects of autocorrelation, we compared the
model estimates from a simplified spatiotemporal GLMM (Model 8) with
a model on spatiotemporally aggregated data, using mean values for
2x2km by month/year (Model 7), to verify direction and sizes of vari-
able effects on a non-correlated dataset. The only difference between the
models were the correlation structure (see Table 2).

The final prediction of biomass distribution was produced using
Model 9, where ‘week’ was selected out for a simplified time structure in
the prediction. The predictive grid was constituted of CMSI values for a
slightly increased area (as compared to observations). The chosen grid
value for ‘hour’ was 01 (CEST) to utilize the maximum biomass esti-
mates during diel vertical migrations (Mello and Rose, 2009).

3. Results
3.1. Data collections

The number of operating days per year for the USV were 42 days in
2019; 81 days in 2020; 67 days in 2021; 81 days in 2022; 52 days in
2023 (Fig. 3a). The average sailing speed of the USV in the Baltic Sea was
0.55 ms™!; 1.1 knots (Range: 0-3 ms™ !, see Appendix A4) and the total
distance sailed was ~8000 nmi (14,752 km) across all five years. The
shallowest areas the USV was operated in was <2 m deep and the
deepest were > 150 m. Each round-trip, from Stora Karlso to the outer
edge of the study area and back, typically took 2-10 days, and thus,
approximately five such trips were sampled each month. The USV had a
running cost of 100 SEK per day, and a purchase cost of 1,750,000 SEK
(in 2019), leading to an overall operation cost of ~5500 SEK per day.
The calculation does not include piloting, which typically took 5-15 min
per day, and 4 h per deployment/retrieval for one person (on average 6
per season), including calibrations.

The log NASC values observed ranged from: lower extreme —2.32,
1st quartile 3.49, median 4.26, mean 4.31, 3rd quartile 5.04 and upper
extreme 9.63 (Fig. 4). These observations include all pelagic species, and
are exemplified as echograms in Fig. 4. The lower extreme essentially
represent no fish detected, and 1st quartile and mean shows small and
medium dense fish aggregations <50 m depth. The 3rd quartile shows
two layers of fish aggregations around 10-20 m and 60 m depth
respectively, and the upper extreme shows one extremely dense layer of
fish around 50-60 m depth.

3.2. Surface environment variables in pelagic fish biomass/distribution

The correlation tests between USV observations and CMSI estimates
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Fig. 3. Number of acoustic observations by the USV per Julian day in each year of operation.

shows that daily averages of temperature (Table 3 and Fig. 5a) were
highly correlated between the USV and CMSI (R = 0.99), while the
monthly averages still represent the observations well (R = 0.92)
(Table 3 and Fig. 5d). There was a rather low correlation in chlorophyll-
a values, due to a mismatch in the estimated versus observed peak bloom
timing and level in June/July (Fig. 5c). The monthly average estimates
from CMSI (Fig. 5f), which included two more years (2021-2023 versus
2021), was more correlated to the USV observations than the daily av-
erages (R = 0.28 versus 0.12). Especially the correlation in salinity data
stood out (Table 4 and Fig. 5b and e), with a strongly negative corre-
lation both in the monthly average and especially in the daily average of
CMSI data against USV observations (R = —0.26 and — 0.77 respec-
tively). The difference increased over the season. With reference to ob-
servations from an SMHI-station outside of Stora Karlso (BY38) we
found that the error was tied to the USVs measurements rather than the
CMSI estimate (see Appendix A5), where the USVs CT-sensor had a
consistent time drift over season, reoccurring in all years (see Appendix
A5.2). The discrepancy between the two high-resolution data sources

(daily average of CMSI estimates versus USV observations, 2021) is
shown in Fig. 5.

When testing for the effects of monthly CMSI estimates in SDMs, we
found that the GAM was improved by about 25 % (R?: 0.16 for Model 1
versus 0.20 for Model 2), while the corresponding spatiotemporal
GLMM was improved only by <3 % (R%: 0.305 for Model 3 versus 0.313
for Model 4) upon inclusion of these three variables (see Table 4).
However, the GLMM (Model 4) gave an overall better fit, as determined
through LL, MAE and RMSE (Table 4), and were deemed important also
in GLMM (Model 4) regardless of the variable effect sizes and signifi-
cance. When contrasting the model effects of CMSI monthly averages
(Model 5) with identical models based on USV collected versions of the
environmental surface variables we found that the models’ abilities to
estimate the observations differed very little (R%: 0.380 for CMSI, Model
5, versus 0.383 for USV, Model 6; <1 % difference). While R was higher
for the model with USV observations, all other metrics were slightly
better for the CMSI based model.
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Table 3

Correlation between sea surface values from CMSI versus USV, with two CMSI
data resolutions: daily averages from 2021 and monthly averages from all years
of available USV data. See Fig. 5a-c of daily estimates versus observations, and
Fig. 5d-f of the discrepancy between USV and CMSI on a monthly resolution.

CMSI resolution Sea surface variables Correlation (R) Years
Daily Temperature 0.99 2021
Monthly Temperature 0.92 2019-2023
Daily Salinity -0.77 2021
Monthly Salinity —0.26 2019-2023
Daily Chlorophyll-a 0.12 2021
Monthly Chlorophyll-a 0.28 2021-2023

3.3. Spatiotemporal biomass estimates and prediction

3.3.1. Final model estimates

The final spatiotemporal fish distribution estimate was based on
Model 4 (Fig. 6). The predictor ‘week’ (Fig. 6a) detailed out the general
pattern observed over the season where fish biomasses were highest at
the beginning and end of the season, but with significantly lower levels
in weeks 20-25, from mid-May to mid-June. The effects of ‘hour’
(Fig. 6b) and ‘depth of seabed’ (Fig. 6¢) on fish biomass was the most
stable across models in terms of effect sizes and regression (Appendix

A8). ‘Hour’ showed a distinct cyclic pattern of higher levels detected
during dusk/dawn/night hours (19-05 CEST) than during the day
(05-19 CEST). Both temperature (Fig. 6d) and salinity (Fig. 6e) had
overall positive effects on fish biomass, but note that temperature in
particular was very even across the area (Appendix A13). Chlorophyll
(Fig. 6f) did not have a clear effect on biomass, returning an undulating
regression. We estimated more fish during stronger currents from the
north (Fig. 6g), south and west (Fig. 6h), but lower total current speed
(Fig. 6i) seemed to overall increase fish detections. Note that lower
current speeds were the dominant type in this area with mean; 0.04 m/s;
range: 0.003-0.13 m/s (See Appendix A14). The models log NASC es-
timates (mean: 4.23, range: —0.69-7.12) fitted well with the observa-
tions (mean: 4.31, range: —2.32 - 9.63), though with a slight
underestimation and a narrower distribution (Fig. 6j).

3.3.2. Autocorrelation and data aggregation

As expected, model 4 returned a consistent autocorrelation across
>50 lags (Appendix A7), starting at R = 0.30, reduced to <0.20 after 4
lags (i.e. 4 x 10 minutes). To test the robustness of the variable effect
directions and sizes, a spatial model on aggregated data (Model 7;
identical to model 4 without the fine-scale time variables ‘Week’ and
‘Hour’) was compared to a full data version (Model 8), which returned
R%s of 0.310 and 0.364, respectively. The aggregated data resulted in
much improved residual fit (Appendix Al), no autocorrelation across
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Table 4

Model statistics for goodness of fit by Log Likelihood, coefficient of correlation
(R?), maximum absolute error (MAE) and root mean square error (RMSE). Cross
validation of 70/30 % training/test data, values mean of 5 reiterations. See all
model structures in Table 2. Datasets refer to foundational data for compara-
bility of log likelihood: A = full data; B = subset of 2021-2023; C = 2x2km
aggregated NASC values.

Model Log R? MAE RMSE Datasets SDM
name Likelihood type
Model 1 —52,625.3 0.164 0928 1325 A GAM
Model 2 -51,802.9 0.204 0.897 1292 A GAM
Model 3 45,988 0.305 0783 1210 A GLMM
Model 4 —45,673.6 0.313 0775 1204 A GLMM
Model 5 —28,260.5 0.380 0784 1204 B GLMM
Model 6 —28,269.3 0.383 0783 1201 B GLMM
Model 7 —2015.2 0.364 0.466 0.645 C GLMM
Model 8 —45,845.6 0.310 0780 1.208 A GLMM
Model 9 —46,587.0 0.292 0798 1222 A GLMM

observations (Appendix A7), and yet it showed similar variable in-
terpretations as the non-aggregated data model in terms of direction and
range of effects (Appendix A7). All effects sizes were higher in the
aggregated data model (Model 8). The predicted biomass estimates had
a mean of 4.38 log NASC, and the range 2.76 to 6.05 log NASC, which
matched the observations (mean: 4.38, range: 1.51 to 7.27) well, though
the estimated range was much narrower than observed (Appendix A8).
In comparison, the corresponding values from the non-aggregated data
model (Model 8) were: mean 4.22 log NASC, range — 0.60 to 7.61 log
NASC, when the non-aggregated dataset had a mean of 5.04 log NASC,
and a range of —1.32 to 9.63 log NASC.

When predicted on a spatiotemporal grid, the mean estimate of
Model 7 was 4.46, ranging from 2.43 to 6.88 (Appendix A8). Model 8
had a mean of 4.81 log NASC, and range of —0.54 to 8.77, returning a
much wider range corresponding better to the fine scale observations
(Appendix A8). The two predictions from Model 7 and 8 had a corre-
lation of r = 0.80. When inspecting the direction and sizes of effects,
Model 7 came out with slightly stronger effects and larger ranges than
Model 8, but overall with very similar directions of effects for all
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explanatory variables (Appendix A8). However, as shown in Fig. 6, the
hour of the day strongly affects the detection of pelagic fish, and > 30 %
of the observations were made during daytime (between hour 04-21)
and at depths shallow enough (<80 m) to expect acoustic dead zones
(50 % of the data was sampled in areas shallower than 100 m during
daytime). This means high risk of under-estimation of true biomass
values that cannot be corrected for under a grid prediction. Thus, we
here continue with the non-aggregated data for a spatiotemporal grid
prediction (see Appendix A9 for aggregated data grid prediction and
estimate discrepancies between Model 7 and Model 8).

3.3.3. Spatial prediction

When the final fish distributions were predicted on a grid (Fig. 7),
‘Week’ was excluded to simplify the time structure (Model 9). The
highest biomasses were detected in shallow areas (e.g. close to Gotland
and Oland, ref. Fig. 1), but not strictly. Some areas, like north-east of
Oland consistently had higher levels of fish than others. There were
significant seasonal patterns of change across months, as reflected on a
finer scale in the predictor ‘week’ from Model 4, where overall higher
levels of fish were found in the beginning and end of the season, with an
estimated dip in June. The model predicts very similar trends in months
across years (see Appendix 13 for environmental variable trends), where
the same general areas were predicted to produce upper quantile levels
of fish (see Appendix A14 for distribution of observed upper quantiles).
Strongest of all, however, were the ‘year’ effects, where years with high
biomass such as 2023 contrasts with poorer years, like 2022 (See Ap-
pendix Al for year values). As no data was gathered in or after July 2023
we have chosen not to include this month in the prediction (see Ap-
pendix Al4).

4. Discussion

We here show how we collected and analysed high-resolution
spatiotemporal hydroacoustic data for estimating fish biomass distri-
butions at a community level over time. The area selected and the speed
of the USV facilitated the possibility to cover a large and diverse area
with high revisiting rate across the season each year, which gave a solid
foundation for describing trends in pelagic fish distribution and
amounts. Further, it enhanced the possibilities to predict also in non-
sampled areas and times, and even to estimate changes in detected
fish abundance on a scale as fine as by hours. The details picked up in the
hydroacoustic data were on a remarkably fine scale (as shown in Fig. 3),
from 1 to 100 m depths, with next to no noise due to the low speed and
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lack of propulsion from the USV (DuFour et al., 2021). In all, the cost
effectiveness of the observations, and the extension in space and shallow
water depths possible to monitor provide great opportunities for
ecological studies on yet under-sampled habitat types (e.g. upper water
column, shallow-water areas and fragile ecosystems). Further, the
sampling design of always starting and returning to the same area (i.e.
close to Stora Karlso, see Fig. 1) provided an important advantage: high
but discrete re-visitation rate to a concentrated area, providing a
stronger foundation for estimating fish biomass in similar areas that
were less frequently observed. In addition, the travel from east to west
sampled the range of water depths several times weekly (See Appendix
A12), under different environmental conditions such as currents and
hour of the day. In 2019 there was a break in data collection of ~1.5
months (May-June), which impacted the ability to explain the distri-
bution trends (i.e. R? Model 4: 0.31; Model 5: 0.38), underlining the
value of high resolution and frequent resampling to inform spatiotem-
poral models.

We found high consistency between the CMSI estimates of surface
temperature and our in-situ observations. However, the CMSI estimates
for chlorophyll-a was less consistent with our observations. The low
correlation was likely due to the annual late summer chlorophyll-a
bloom which did not match the observations well, neither in timing
nor level (see Fig. 5 and Appendix A5). The match in the initial season
may explain why the models containing chlorophyll-a as a variable still
did better in cross validations than the ones without (the salinity ob-
servations are dealt with below). Notably, the variation in USV-
observations of temperature and chlorophyll-a was partly due to the
fine resolution of hour and level of solar irradiance. High temperature/
irradiance leads to sensors exaggerating chlorophyll measurements
(Rousso et al., 2021), but on a USV there is no possibility for in-situ
sensor corrections nor determination of calibration values. While the
environmental variables, the semi-random movement pattern and speed
of the USV, and the time of day decreased problematic autocorrelation
(Appendix A7), it was not completely removed. For that, we needed to
aggregate the data before modelling (Model 7), a procedure resulting in
more accurate estimates but on fewer and more conservative observa-
tions (i.e. smaller CIs). Nevertheless, when comparing the aggregated
model prediction (from Model 7) with the non-aggregated one (Model
8), the general trends were similarly described. The aggregated data
variant gave stronger effect sizes and better residual fits, along with non-
significant autocorrelation. However, the aggregated models also
returned larger variations in effect sizes though a smaller overall range
in estimates, diffusing the significance of variables which made it
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Fig. 7. Predicted fish biomass distribution in NASC (m?nmi~2) with upper 0.005 quantile marked in red, by months (April-July) per year (2019-2023). Prediction
was based on ‘hour’ 01, using Model 9 (See Table 2) with full-data and autoregressive correlation structure. See Appendix A6 for model summary. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)

unclear how successful this aggregation was in terms of unit size (i.e.
2x2km). Without a reference system for biologically significant entities
(Schneider and Piatt, 1986; Weimerskirch, 2007), we aggregated to the
same resolution as the by-month CMSI data. Preliminary tests found that
other time aggregations (e.g. week or even day of the year) resulted in
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similar number of observations as by month (by JDay: n = 3220; Week:
n = 2458; Month: n = 1920; no aggregation: 41292), while any finer
scale (e.g. 1, 3 and 6 h intervals, respectively) still had significant
autocorrelation.
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4.1. Environmental variables and SDMs on community level

Any prediction extending in space and/or time from observations
depend on models containing explanatory variable values comparable to
what is available on the predictive grid. The correlation procedures were
intended to verify the suitability of scale (i.e. monthly resolution and
2x2km means in CMSI variables versus the hourly means of USV vari-
ables), in case the effects deviated from the expectations (Andersson
et al., 2023; Candolin et al., 2008; Fey, 2001; Jgrgensen et al., 2005a,
2005b; Lefébure et al., 2011, 2014; Novotny et al., 2022). We spotted a
critical time drift in our own salinity measurements. The USVs CT
sensor, without filters or flushing system, was likely cumulating a bio-
logical film (i.e. bacterial/algae) over time (Ando et al., 2005). This is a
direct consequence of miniature equipment along with the lack of
maintenance by an on-site crew. In contrast, the fluorometer had a
mechanical cleaning wiper to prevent growth, but still returned a large
difference in chlorophyll-a measurement as compared to CMSI esti-
mates. As the USV moved over large areas the problem is unlikely to be
due to a spatial mismatch or short-term local levels (see Appendix A12).
Notably, the model containing USV-collected temperature and
chlorophyll-a variables (Model 6) performed slightly better than its
CMSI counterpart (Model 5) in the evaluation process. In models, the
environmental variables in general correlated positively (i.e. depth
inverted) with NASC levels, except the non-significant chlorophyll-a and
current speed. Whilst the general direction of the environmental effects
remained similar across models and data aggregation, the effect sizes
and thus their significance needs to be evaluated with caution due to the
uncertainty of the underlying data (i.e. autocorrelation in fish obser-
vations, and mismatch between CMSI estimates and USV observations).
Though the models presented here explained the distribution of the
pelagic fish community reasonably well (R? > 0.30), the environmental
effects could not be viewed as essential. However, there may be alter-
native reasons to why the variable effects were less clear than expected.
Firstly, surface variable estimates for chlorophyll-a, salinity and tem-
perature are unlikely to be the best predictors for pelagic fish distribu-
tions (see Appendix A3), especially in highly stratified waters like the
Baltic Sea (Liblik and Lips, 2019; Muchowski et al., 2023). Secondly, the
models were based on aggregated NASC values from a community of at
least three fish species, when even different species of cohabitant clu-
peids can respond to hydro-climatic forces in significantly different ways
(Pennino et al., 2020). In addition, the species in this community have
different spawning times and conditional demands during the studied
time-period and, even within species, the dynamics depended on size
and reproductive state (Andersson et al., 2023; Cardinale et al., 2003).
In order to disentangle data by species, size compositions and pro-
portions for realistic biomass estimates (i.e. kg/km?), biological samples
such as trawling are still essential and cannot be performed by the USV.
Alternatively, species and size composition can be inferred by Target
Strength (TS) equations to the raw acoustic data (Didrikas and Hansson,
2004). For now, methods are primarily under development for species of
commercial importance (Fassler et al., 2008; Ona, 2003). Further
development on this topic would be desirable to improve the results of
trawling-independent acoustic monitoring such as USV surveys.

4.2. Autocorrelation and data aggregation

Spatiotemporal autocorrelation was unavoidable in the USV obser-
vations, with no standardized method for handling such data without
heavily aggregating it. However, beyond compromising the resolution,
aggregating the data is problematic for several reasons. Firstly, the speed
of the USV varied, and the areas sampled were opportunistic based on
wind directions, meaning that the number of observations within each
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spatial and temporal aggregation would vary drastically amongst areas.
While weighting estimates for the number of observations could aid, we
would still face the problem of detected fish biomass varying drastically
with hour of the day (Fig. 6). This variation reflects one of the main
challenges in hydroacoustic data treatment: distinguishing fish close to
the seabed (Mello and Rose, 2009). Two of the species highest repre-
sented in the area, herring and sprat, perform diel vertical migrations
(Cardinale et al., 2003). During daylight hours they can be inseparable
from the seabed, even by visual inspection. Due to the anoxic zone, fish
were rarely detected in deeper depths, and so whenever the seabed was
deeper, a loss of fish detection was unlikely. However, more than 1/3 of
our observations were made during low-detection hours (see Fig. 6) and
at depths shallower than the typical depths of the anoxic zone. While the
models were trained on all hours of the day, we decided to predict on the
estimated night distribution (01 am CEST), to compensate for the
change in detection rate by time of day. For future studies, the key areas
for change in biomass by time of day could be estimated prior to
spatiotemporal modelling, to correct for observations in areas and times
where an acoustic ‘dead zone’ (Mello and Rose, 2009) is likely to exclude
fish. Though a large proportion of the clupeids often remains close to the
seabed also during the night (Cardinale et al., 2003), finding a way to, at
least partially, compensate for non-detected fish before aggregating data
would be ideal.

4.3. Final remarks and potential contributions to future research

Despite the complexity of environmental effects, fish behaviour and
autocorrelation, the final distribution of small pelagic community pre-
dicted in this study is in line with what is expected for the Baltic during
late spring-summer (Candolin et al., 2008; Jgrgensen et al., 2005;
Ojaveer and Kalejs, 2010), as for similar species around the globe (e.g.
sardines and anchovy in Mediterranean Sea: Pennino et al., 2020; sprat
in the Adriatic Sea: Palermino et al., 2024). The varying spawning times
and bathymetric requirements, means that movement between suitable
spawning sites is expected with strong month specific patterns and
similarities across years.

There are possibilities for technical development in smaller USVs and
miniature sensors, especially with focus on autonomous calibrations and
maintenance for longer lasting surveys. The continuity of the data makes
it potentially highly correlated, whilst robust tools for handling such
data is still under development. In the meantime, stepwise analysis can
clarify the strengths and weaknesses in the data, and can reveal mean-
ingful dynamics and insights on the way. While data aggregation still
proved the best way to reduce problematic data structures like auto-
correlation, crucial details were lost in the process. However, both with
aggregated and non-aggregated data, we estimated similar effects and
distributions, which revealed important ecological dynamics and high-
lighted that some areas consistently offered favourable habitats for small
pelagic species. Overall, hydroacoustic surveys can become much more
cost effective with the inclusion of USVs for pre-surveys, simultaneous
co-operative surveys (e.g. pre-sailing transects) though with limitations
in comparability between obtained values between larger vessels and
USVs. The majority of biomass in our study was observed in water too
shallow (<15 m) for larger ships to monitor effectively, and significant
abundances were found in shallow-seabed areas (<20 m) that are often
inaccessible to larger vessels. Even in comparable depths, aligning the
ping rate to survey speed between vessels would be difficult. Finally, the
USVs variance in speed with fixed ping rate results in greater data
variability as compared to large vessel surveys. In any case, the USV
would be highly useful for extending surveyed areas and habitat types,
and for coping with issues of larger vessels, such as disturbance to the
observed environment. The possibility to model fish distribution on a
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fine scale could be a valuable tool for ecosystem-based management of
small pelagic fish, and for detailed ecological studies of their role in
marine ecosystems (Cury et al., 2011; Hilborn et al., 2017; Pikitch et al.,
2014). Here, we estimated the detailed spatial distribution of the small
pelagic fish community in high resolution, in an area important to avian
predators throughout their reproductive period (Galatius et al., 2020;
Osterblom et al., 2006). The next steps should be to find a solution to the
effects of time of day, and match the spatiotemporal distribution of prey
to the foraging sites of the local top predators dependent on them.
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A.1. Distribution of response variable, NASC
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The biomasses observed ranged from 0.1 to 15,174.9 m2 nmi — 2, with 1st quartile of 32.9 m2 nmi — 2, median of 70.74 m2 nmi — 2, mean of
293.8 m2 nmi — 2 and 3rd quartile of 154.6 m2 nmi — 2, meaning strongly Poisson distributed. For all analysis, NASC values were log transformed to
approach the assumption of normal distribution (Fig. A1.1). There was still a slight upper skew likely reflects larger aggregations of fish.
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Fig. Al.1. Distribution of response variable NASC before and after log transforming.

Distribution family for the models were chosen after stepwise tests and inspecting residual distributions. The final best distribution for the response

variable log-NASC was student distribution, with df = 4 (fig. A1.2).

14


https://doi.org/10.5878/9m27-vg06
https://github.com/Astidac/Autonomous-data-sampling-for-high-resolution-spatiotemporal-fish-biomass-estimates
https://github.com/Astidac/Autonomous-data-sampling-for-high-resolution-spatiotemporal-fish-biomass-estimates

A.A. Carlsen et al. Ecological Informatics 84 (2024) 102852

10.0

7.5

5.0

log NASC

2.5

0.0

2019 2020 2021 2022 2023
Year

b)

10.0

7.5

5.0

log NASC

25

0.0

April May June July

Fig. A1.2. Distribution of log-transformed NASC values across (a) years and (b) months.

A.2. Model residuals

Model residuals were inspected visually to select the best distribution family for each model.
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Model 7
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Fig. A2. (continued).

A.3. Correlation tests predictive variables

General correlation between mean water column estimates and sea —surface estimates of chlorophyll-a, salinity and temperature were produced, to
test how similar they were (Table A3.1). While water column estimates for temperature and chlorophyll explained the fish distribution better than
surface estimates (Table A3.2), water column estimates should be used with cation due to their high level of uncertainty as e.g. remote sensing is less
accurate. Further, the USV can per now only perform surface observations, and so for any discrepancy test on values for salinity, temperature and
chlorophyll-a we’d have to rely on surface values from CMSI anyways. The correlation between water column means (weighted for depth, where
surface values are weighted heavier) shows that there is a rather large discrepancy between them, inferring the strong stratification of the water
column in the Baltic sea. This reflects why it may be problematic to base models for fish distribution of pelagic species on surface variables, and why
the models didn’t improve more when these core variables are included.

Table A3.1

Correlations between surface and water column averages by CMSI.

Variables

Correlation

Chlorophyll: water column vs surface, CMSI
Salinity: water column vs surface, CMSI
Temperature: water column vs surface, CMSI

0.52
—0.05
0.72

Table A3.2

Estimated effects and prediction power of distribution model when using mean of the water column versus sea-surface

versions of the variables chlorophyll-a, salinity and temperature from CMSI.

Variable Effect (SE) Pr(>|t]) R2-Adj.
Mean water column Chlorophyll 0.14 (0.013) <2e-16 0.003
Sea surface Chlorophyll 0.06 (0.007) 8.5%-15 0.001
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Table A3.2 (continued)

Variable Effect (SE) Pr(>|t) R2-Adj.
Mean water column salinity —0.11 (0.013) <2e-16 0.002
Sea surface salinity —0.63 (0.029) <2e-16 0.011
Mean water column temperature —0.07 (0.003) <2e-16 0.011
Sea surface temperature —0.03 (0.002) <2e-16 0.007

A.4. Sailing velocity of USV

While the drone were in movement for most of the time, more than 700 observations were made laying completely still, and more than 2500 were
made with a speed of more than 1 m per second. With a speed of 0.5 m per second, 7 min of sampling aggregated contains fish detections over 210 m,
while a speed of 1 m/s an observation would cover a distance of 420 m. Distance covered must be seen as a conservative measurement as the drone
sometimes would sail in a straight line, and sometimes in zig-zag to maintain the direction set by waypoint, meaning that including distance and/or
speed directly in any model is far from straight forward.
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Fig. A4. Velocity of USV per NASC observation across all years.

A.5. Salinity by month of year at Karlso by SMHI 2021-2023

To verify the deviating salinity levels observed by the USV versus CMSI estimates, we obtained observations from the local hydrology station of
Swedens Metrological and Hydrological Institute (SMHI). The hydrological measuring station is situated just outide of Stora Karlso, within the study
area. The observations by SMHI, which is also included in the data for estimates of surface temperature by CMSI, closely resembles the CMSI estimates,
with the same clear deviation from the USV observations, supporting the impression that we had technical issues with our equipment.

BY38 KARLSVDJ, SMHI Salinity (PSU)

factor(Year) — 2021 2022 — 2023
7.35
7.33
7.328
7.23
. 715
D 714
w 713
o 712
7.11
% 7.05
s 7.0
" 688
6.85
6.82
6.54
6.53
6.51
- 5 5] 7
Month

Fig. A5.1. Local sea-surface salinity measurements by SMHI across three years for reference in range and direction of effects as compared to the daily resolution
2021 estimates by CMSI and the USV.
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A.6. Model output /results

Ecological Informatics 84 (2024) 102852

Model output for the models described in more detail in the result section: Model 4, Model 7, Model 8 and Model 9. Model outputs include in-
formation about the general structure of the model, effect sizes and information on model validation summarized. Visualisations of variable effects for
model 4 is given in Results Fig. 6, and for Model 7 and 8 Appendix A8 Fig. A8.1 and A8.2, respectively.

Table A6

Model output for Key SDMs: Model 4, Model 7, Model 8 and model 9.

Model 4:

Model 7:

Spatiotemporal model fit by ML [‘sdmTMB’]

Time column: Month

Family: student(link = ‘identity’)

(Intercept)
Mean_EW_uo_Wclm
Mean_current_speed
sWeek

sDepth
sMean_thetao_SST
sSO_surf

sChl_surf
sMean_NS_vo_Wclm

Smooth terms:

sds(Week)

sds(Hour)

sds(Depth)
sds(Mean_thetao_SST)
sds(SO_surf)
sds(Chl_surf)
sds(Mean_NS_vo_Wclm)

Random intercepts:
Year

Dispersion parameter:

Spatiotemporal AR1 correlation (rho):

Matérn range:

Spatial SD:

Spatiotemporal marginal AR1 SD:
ML criterion at convergence:

coef.est.
4.35
1.79
-0.24
0.18
—-0.02
0.02
0.12
-1.14
0.7

Std. Dev.

2.23
0.08

1.12
1.4

5.32
2.53

Std. Dev.

0.5

0.72
0.12
7.3

0.31
0.77

60,590.05

coef.se
0.24
0.63
1.22
0.16
0.02
0.31
0.16
0.37
0.11

Spatiotemporal model fit by ML [‘sdmTMB’]

Time column: Month
Family: student(link = ‘identity’)

(Intercept)
Mean_EW_uo_Wclm
Mean_current_speed
sDepth
sMean_thetao_SST
sSO_surf

sChl_surf
sMean_NS_vo_Wclm

Smooth terms:

sds(Depth)
sds(Mean_thetao_SST)
sds(SO_surf)
sds(Chl_surf)
sds(Mean_NS_vo_Wclm)

Random intercepts:

Year
Month

Dispersion parameter:
Matérn range:

Spatial SD:

Spatiotemporal IID SD:

ML criterion at convergence:

coef.est. coef.se
4.57 0.26
4.28 1.45
-1.09 2.66
-0.27 0.23
0.13 0.43
0.19 0.06
—0.52 0.53
0.49 0.27

Std. Dev.
0.75
0.97

0

5.14
1.53

Std. Dev.
0.5
0.08

0.49
20.96

0.2

0.45
2012.305

Model 8:

Model 9:
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Table A6 (continued)
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Model 8:

Model 9:

Spatiotemporal model fit by ML [‘sdmTMB’]

Time column: Month

Family: student(link = ‘identity’)

(Intercept)
Mean_thetao_SST
SO_surf

Chl_surf
Mean_EW_uo_Wclm
Mean_current_speed
sDepth
sMean_NS_vo_Wclm
Smooth terms:

sds(Depth)
sds(Mean_NS_vo_Wclm)

Random intercepts:
Year

Dispersion parameter:

Spatiotemporal AR1 correlation (rho):

Matérn range:

Spatial SD:

Spatiotemporal marginal AR1 SD:
ML criterion at convergence:

coef.est.
2.46
—0.01
0.29
—0.04
0.41
0.65
—0.09
0.75

Std. Dev.
1.02

Std. Dev.
0.45

0.75
0.05
7.17
0.37
0.83
62,028.04

coef.se
0.69
0.01
0.09
0.02
0.62
1.28
0.18
0.11

Spatiotemporal model fit by ML [‘sdmTMB’]

Time column: Month
Family: student(link = ‘identity’)

(Intercept)
Mean_EW_uo_Wclm
Mean_current_speed
sDepth
sMean_thetao_SST
sSO_surf

sChl_surf
sMean_NS_vo_Wclm
Smooth terms:

sds(Hour)

sds(Depth)
sds(Mean_thetao_SST)
sds(SO_surf)
sds(Chl_surf)
sds(Mean_NS_vo_Wclm)

Random intercepts:
Year

Dispersion parameter:

Spatiotemporal AR1 correlation (rho):

Matérn range:

Spatial SD:

Spatiotemporal marginal AR1 SD:
ML criterion at convergence:

coef.est. coef.se
4.37 0.24
1.83 0.63
0.1 1.25
0 0.02
-0.16 0.37
0.03 0.18
-1.79 0.38
0.74 0.11

Std. Dev.
0.08

0

1.87
1.61
6.25
2.72

Std. Dev.
0.51

0.72

0.12

7.21

0.3

0.77
60,867.51

A.7. Autocorrelation structures in models

The autocorrelation across 50 observations of NASC values for models 1-9. The autocorrelation is highest in models without environmental
variables (Model 1 and 3), and further decreased for models including variables for high resolution time structures, i.e. ‘hour’ and ‘week’ (Model 4-6

and 9). All models had highly significant autocorrelation structures except the aggregated data model (Model 7).
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A.8. Variable regressions from comparative models with different data aggregation levels
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To validate the results from a spatial prediction model based on autocorrelated data, we compared the effect sizes and directions in two models
with the same model structure, based on non-autocorrelated aggregated data (Model 7) versus non-aggregated autocorrelated data (Model 8). See

Results for more details. The model output for Models 7 and 8 is given in Table A6.
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CMSI. See Appendix A6 for model summary and Table 4 for model validation and performance.
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Fig. A8.1. (continued).
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Fig. A8.2. Non-aggregated data model (Model 8) effect sizes of each explanatory variable on log NASC, from the GLMM with environmental estimates from CMSIL.

See Appendix A6 for model summary and Table 4 for model validation and performance.
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Fig. A8.3. Grid predicted values versus observations for Model 7: prediction on 2 x 2km aggregated data, versus Model 8: prediction on non-aggregated data. See
Appendix A6 for model summary and Table 4 for model validation.
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Fig. A8.4. Correlation of prediction versus observations for non-aggregated data model (Model 4), 2 x 2km aggregated data (Model 7), comparative non-aggregated
model (Model 8) and Model 7 on Model 8 estimates. Red line indictes a 1-1 linear regression while blue line gives the observed regression.
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A.9. Spatiotemporal prediction of Model 7

Spatial prediction based on aggregated data and Model 7. While much less upper quantile predictions are made, the general pattern of high
abundance areas is similar to the patterns generated by the non-aggregated data Model 9.
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Fig. A9.1. Spatiotemporal prediction of aggregated data, Model 7.
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A.10. Spatial distribution of model residuals

Residuals of model estimates
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Fig. A10.1. Spatial distribution of residuals of Model 7, 8 and 9.
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A.11. Model validations

Ecological Informatics 84 (2024) 102852

The stepwise model selection and validation was based on the metrics R2, MAE, RMSE and LL, where we present the mean values in Table 3 (See
Results). The mean value was based on 5 iterations of each model (Fig. A11.1), after performing 10 iterations and determining that the range of
variation across 10 iterations was sufficiently small (Fig. A11.2).
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Fig. A11.1. Mean value of k-fold from 5 iterations of each model, with 70/30 % training/test data (See Fig. A11.2 for 10 iterations of first 4 models).
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Fig. A11.2. 10 iterations, 70/30 % training/test data. The small variation amongst iterations were used to justify a smaller number of iterations for following models

(Fig. A11.1) to save computation time.

31



A.A. Carlsen et al. Ecological Informatics 84 (2024) 102852

A.12. Model validations

The study was performed within ICES statistical rectangles 42G7-44G7, in SD27 of the Central Baltic region.
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Fig. A12. ICES statistical units in the area surveyed with the USV (blue field) for reference. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

A.13. CMSI estimates of environmental variables

The CMSI environmental variables visualized on the area for reference.
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A.14. Data collection by month and upper quantiles (0.995) in raw data
The size of the areas sampled varied between months and years, where the wind direction and strength determined how large areas could be

covered in the days of operation. Inspection of the distribution of upper quantiles in raw NASC values was needed when their spatial prediction was
difficult to make (See Appendix A8 Fig. A8.3 and A8.4).
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Fig. A14. All observations (black points) and upper 0.995 quantile observations (red points). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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