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Managing coupled human and natural
systems (CHANS): The case of water

Abstract

Many sustainability challenges of the 21st century are the result of poor management
of coupled human and natural systems (CHANS). Limited understanding of the
mechanisms that give rise to complex dynamics in CHANS has contributed to
overexploitation and degradation of water and other natural resources around the
globe, leading to unintended consequences of well-intentioned policies. This raises
the question of whether the tools and methods currently used in environmental
management and policy design meet the requirements of complex dynamic systems.
In this thesis, qualitative and quantitative research approaches from the fields of
systems thinking and simulation modelling were combined with the aim of
improving understanding of the dynamics of CHANS, and human-water systems in
particular, and developing better methods and tools to support more effective policy
and management strategies in the future. The work included a systematic review,
qualitative and quantitative system dynamics modelling case studies, method
development, and agent-based modelling and simulation.

The results showed that changes in CHANS are driven by observable and
unobservable exchanges of energy, matter and information across space and time
that give rise to constantly changing, nonlinear dynamics. Many contemporary tools
and methods used in management and policy design are not suited to this dynamic
complexity and, instead of embracing complexity, seek to reduce it by excluding
structural drivers of endogenous behaviour. This can contribute to unsustainable
water use and amplify impacts of climate change in coupled human and water
systems. This thesis showed that system dynamics-based approaches can effectively
complement conventional static management tools, to better account for dynamic
complexity. By tapping into the collective intelligence of actors engaged in the
system, the approaches can support more realistic models and more effective and
sustainable management, leading to establishment of middle-range theories for
management of CHANS.

Keywords: coupled human and natural systems, system dynamics, modelling,
simulation, water, agent-based models, sustainability, natural resource management.



Forvaltning av sammankopplade sociala,
ekologiska och fysikaliska system (SEFS):
Fallet vatten

Sammanfattning

Manga av de hallbarhetsutmaningar vi star infér under 2000-talet har sina rotter i
ineffektiv forvaltning av kopplade sociala, ekologiska och fysikaliska system
(SEFS). Begréansad forstaelse for hur SEFS fungerar, och for dess komplexa
dynamik, gor att valmenande politiska beslut ofta far oavsiktliga negativa
systemeffekter. Detta bidrar till Overexploatering och omfattande skador pa
hydrologiska och ekologiska system runt om i vérlden. Det vacker dven frdgan om
de verktyg och metoder som anvénds inom miljéledning och policyarbete idag &r
lampade for dessa komplexa system. | denna avhandling kombinerades kvalitativa
och kvantitativa metoder fran systemforskning, modellering, och simulering for att:
(i) oka forstaelsen for hur SEFS, och i synnerhet socio-hydrologiska system,
fungerar; och (ii) for att utveckla battre metoder och analysverktyg, och darmed
battre underlag till policy och forvaltning. Arbetet omfattade en systematisk
litteraturstudie, ~ fallstudier ~ baserade pa  kvalitativ. och  kvantitativ
systemdynamiskmodellering, metodutveckling och agentbaserad modellering och
simulering. Resultaten visade att i SEFS sker konstant utbyte av energi, material och
information mellan systemens olika delar. Detta ger upphov till en standigt
foranderlig, och ickelinjar, dynamik som manga konventionella verktyg inom policy
och forvaltning inte ar anpassade for. | stéllet for att omfamna systemens dynamiska
komplexitet forsoker de minimera denna genom att utesluta drivande strukturer fran
sina underliggande modeller. Resultaten i avhandlingen visa hur detta bland annat
kan bidra till ohéllbar vattenanviandning och forstarka effekterna av
klimatforandringar. Det visar &ven att systemdynamisk modellering kan komplettera
konventionella statiska beslutsunderlag for att battre ta hansyn till dynamisk
komplexitet. Genom att utnyttja den kollektiva intelligensen som finns hos de
aktdrer som lever och verkar i SEFS nér vi bygger dessa modeller kan mer realistiska
och anvandbara beslutsunderlag skapas, och teorier for hallbar forvaltning av SEFS
utvecklas.

Nyckelord: SEFS, systemdynamik, modellering, simulering, vatten, agentbaserad
modellering, hallbarhet, naturresursforvaltning
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1. The CHANS framework and implications
for policy, management and planning

Coupled human and natural systems (CHANS) can be defined as complex
and adaptive systems (CAS) in which human and natural components
interact at different spatial, temporal and organisational scales (Liu et al.
2007b) (Figure 1). Although the definition is deceptively simple, and despite
interactions between man and nature having been acknowledged for well
over a century (Marsh 1864; Turner et al. 1993; Berkes et al. 2000; Hibbard
et al. 2006; Ostrom 2009), understanding of the underlying mechanisms and
processes shaping these interactions, and how the interactions integrate to
govern the behaviour of these systems, remains limited (Liu et al. 2007a;
Kramer et al. 2017). Improving the current understanding of the dynamics
of CHANS and identifying how to manage CHANS sustainably are central
challenges of the 21% century (Kramer et al. 2017). Several of the major
sustainability challenges facing humanity at the local-to-global scale are the
result of ineffective management and governance of these complex webs of
human-nature interactions. Examples include climate change, depletion of
natural resources, energy and food security, ecosystem degradation,
pollution and pandemics (Liu et al. 2015). Furthermore, studies suggest we
have entered a new geological epoch, known as the Anthropocene (Crutzen
2002; Crutzen 2006), where the scale of human activities is making mankind
the primary driver of changes in global ecological and biogeochemical
processes (Verburg et al. 2016). Effects of escalating environmental change
propagate through coupled human-nature systems, triggering feedback loops
and tipping points in ways that often cannot be intuitively predicted,
increasing the potential for stresses, shocks and unpredictable crises for
ecosystems and human societies (Reyers et al. 2018).
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Figure 1. Schematic diagram of coupled human and natural systems. Arrows show
interactions within and between subsystems at different organisational levels. Adapted
from Liu et al. (2021).

Against this background, improving understanding of the interconnected
structure and dynamics of CHANS and using this information to guide policy
and management design are prerequisites for sustainable development (Liu
et al. 2015; Kramer et al. 2017). This has led to the emergence of CHANS
science and closely related, and partly overlapping, concepts such as social-
ecological systems (SES) research (Berkes et al. 2000), research on
integrated social, ecological and technical (SET) systems (Cosens et al.
2021), and socio-hydrology research (Sivapalan et al. 2012). All these
concepts question the utility of conventional reductionist approaches for
managing complex human-nature systems (Liu et al. 2007b; Levin et al.
2012). Instead of actively seeking to reduce complexity, e.g. by focusing on
specific domains of the system or by designing studies to control for
interference and feedback effects, CHANS science and related research
fields claim that a holistic, and highly integrated, perspective is needed to
design policies and management strategies that can effectively address the
sustainability challenges of our time (Michener et al. 2001; Levin et al. 2012;
Liu et al. 2021).

This is a remarkable claim that questions the way in which policy and
management of human-nature systems have been conducted in the past. It
also raises some additional questions, e.g. on why CHANS research for
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policy and management design is particularly needed right now and why
traditional/conventional methods and approaches are less suited for policy
and management of CHANS.

1.1 The need for research on CHANS

The need for further research on policy and management of CHANS can be
attributed to three general trends, each well-supported by the scientific
literature. These are: the growing scale of human activity relative to the
environment; the increasing degree of coupling between human-
environmental subsystems; and the accelerating rate of environmental and
social change.

1.1.1 The scale of human activity: Transitioning from an empty world
to a full world
In the past century, a dramatic change in the scale of human activity relative
to the natural environment has occurred according to perspectives from
ecological economics, a field pioneered by Professor Herman Daly and
others in the 1980s and 1990s (Daly 1991; Costanza et al. 1997). In
traditional neoclassical economics, the human economy is envisioned to
develop largely unbounded by the natural environment (Daly 2014).
Resources are extracted from the vast natural environment to produce goods
and services, and waste and pollutants are released back to the environment,
which acts as a limitless sink. In this view, the economy is small relative to
the natural environment — a notion described as an “empty world” (Daly
2015, p.1). Even if resource constraints and pollution overload were to occur,
these are not seen as limitations to growth in neoclassical economics due to
an underlying assumption of perfect substitutability of resources, capital and
labour. For instance, if a necessary resource is depleted, traditional economic
theory assumes that it can be replaced by an alternative resource, more
capital or more labour. This leads to the conclusion that physical limits to
growth and welfare creation do not exist (Daly 2014). In contrast, in
ecological economics the human economy, and all activities therein, is
perceived as a subsystem of a finite, non-growing and materially closed,
environmental system (Daly 2015). As the economic subsystem expands, it
does so by incorporating material and energy from the surrounding natural
system, reallocating it from environmental service production to economic
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service production. In a finite environment, this means that there in fact is a
limit to material growth, and that the primary role of environmental policy
and management is to manage the conflict between growth of the human
subsystem and preservation of the environment and its services.

For most of human history, mankind has indeed lived in a largely “empty
world”. Until the past few centuries, the human population was small relative
to surrounding ecosystems and the extraction rate of natural resources such
as fish, water, timber, minerals etc. was small in relation to the size of the
resource stocks and their reproduction rates. In this period, complex human-
nature interactions did exist, but the intensity and scale of the interactions
were typically limited in both time and space (Liu et al. 2007b; Reyers et al.
2018). However, in the past century the largely empty world has rapidly
filled up to what is now a “full world” (Daly 2015, p. 4). Since the mid-
1900s, the global population has more than tripled. It grew from about two
billion in the 1950s to over seven billion today (United Nations 2019). With
increasing demand for goods and services, and due to impressive
technological innovation, the size of the economy has grown even faster than
the global population (Steffen et al. 2015a). This is clear on looking at the
rapid growth in populations of cattle, pigs, chickens, rice plants, corn stalks
etc. that make up the living parts of the economy. The non-living part (stocks
of capital, buildings, roads, dams, energy infrastructure, cars, cell phones and
so on) have grown even faster than the living part (Daly 2015; Steffen et al.
2015a). Both the living and non-living parts of the economy rely on
metabolic throughput, constant inflows of low-entropy resources from
environmental sources, and constant outflows of high-entropy waste to
environmental sinks (Daly 2015). As the size of the human subsystem grows,
so does the scale and intensity of human-nature interactions and resource
exchanges (Daly 2014; Verburg et al. 2016). Extraction of resources is
already overwhelming the regenerative capacity of many natural resource
systems, and accumulation of pollutants is already exceeding the assimilative
capacity of many environmental sinks (Daly 2015). Several researchers now
warn that the scale of human influence on the Earth System has become so
large that it threatens many of the life-supporting Earth System processes on
which we all rely (Crutzen 2006; Rockstrom et al. 2009). This can trigger
nonlinear dynamic effects, with impacts that are difficult to predict (Reyers
et al. 2018). Thus, to navigate a “full world”, the need for further research
on policy and management of CHANS is greater than ever before.
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1.1.2 Tighter coupling

As the scale of human activity has grown, the number of CHANS and also
their degree of coupling have increased (Verburg et al. 2016). When
mankind was still living in a largely empty world, human-nature interactions
were typically local and had an insignificant impact on large-scale natural
systems and processes. Since the Industrial Revolution, expansion into new
environments, exploitation of new natural resources, increased globalisation,
trade etc. have resulted in the level of spatial and temporal coupling within
and between CHANS now being greater than ever before (Liu 2017).
Examples include regional coupling through virtual water trade (Fang et al.
2014) and emissions and global distribution of particulate (PM2:s) pollutants
(Liu et al. 2020). Both are coupling effects where resource depletion and
environmental pollution in one place are affected by consumption in another
place through global production and supply chains.

In short, the human-nature interrelationships and feedbacks influencing
the dynamic behaviour of CHANS are vastly more numerous than when
mankind was operating in an empty world. The increasing interdependency
between social, ecological and technological subsystems of CHANS is
causing an exponential increase in complexity, nonlinearity and uncertainty
(Cosens et al. 2021). This makes system behaviour and response to change
more difficult to predict. It increases the risk of unanticipated shocks, tipping
points and irreversible change, and poses a significant challenge for effective
policy, planning and management (Verburg et al. 2016; Kramer et al. 2017;
Cosens et al. 2021).

1.1.3 Accelerating change

The period from 1950 to present is often referred to as ‘the Great
Acceleration’ (Hibbard et al. 2006; Steffen et al. 2015a). During this period,
the world has experienced accelerating socioeconomic development (e.g.
population, primary energy use, water use, transportation, real GDP etc.),
and changes in global and regional Earth System structures and processes
(atmospheric carbon dioxide, tropical forest loss, marine fish captures,
surface temperature etc.), at rates never experienced previously (Steffen et
al. 2015a) (Figure 2 & Figure 3). Some of these trends began to stabilise in
the past decade, e.g. marine fish captures, domestication of land and large
dam constructions, but most are still on a trajectory of rapid growth (Steffen
et al. 2015a).
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The acceleration of social and environmental change has important
implications for policy and management of increasingly integrated CHANS.
First, in a full and interconnected world, rapid changes and related
disturbances propagate through the network of coupled human-nature
systems faster and more unpredictably than before. As a result, managing
uncertainty and systemic risk becomes increasingly problematic (Cosens et
al. 2021). Second, there is convincing evidence that the Great Acceleration
has pushed several key Earth System indicators well outside the natural range
of variability within which they have been maintained for the past 12,000
years (Steffen et al. 2015b). For instance, concentrations of greenhouse gases
in the atmosphere have reached levels well above those observed previously
(IPCC 2021), global surface temperatures are at record levels from a human
time perspective (Steffen et al. 2015a), ocean carbonate chemistry is
changing faster than at any time in human history (Honisch et al. 2012),
tropical forest loss is at record rates (Steffen et al. 2015a), and the rate of
biodiversity loss is now on a par with historical mass extinctions (Barnosky
et al. 2012). The implications of these new extremes are becoming
increasingly evident, especially their effects on weather patterns and extreme
climate events. For example, natural disturbances such as droughts, extreme
rainfall and storms have increased in magnitude, frequency and duration
compared with pre-industrial times (Reyers et al. 2018). Moreover, alteration
and simplification of natural ecosystems (e.g. through domestication of land,
deforestation and dam construction) and production ecosystems (e.g. by
replacing diverse cropping systems with monocultures) have reduced their
resilience to these disturbances and increased the risk of nonlinear and
unpredictable systemic shifts in associated CHANS (Reyers et al. 2018).
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To summarise, in the past century we have transitioned from living in a
relatively empty world to a full world (Daly 2015), as illustrated in Figure 4.
As the scale of human activity has grown relative to the environment, human-
nature systems have become increasingly interconnected in both space and
time (Verburg et al. 2016). Growing interconnectedness increases the
potential for nonlinear and counter-intuitive system behaviour, while
accelerating environmental and social change have increased the frequency,
magnitude and duration of different forms of disturbances and shocks that
can trigger these hard-to-predict systemic effects. Together, these trends
have enhanced the level of complexity, uncertainty and risk that
policymakers and managers of CHANS need to account for (Rockstrom et
al. 2009; Reyers et al. 2018). This creates a need for new tools and methods
to support sustainable management and planning (Fischer et al. 2015;
Mancilla Garcia et al. 2020).
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1.2 Limitations of conventional methods and approaches
for efficient policy and management of CHANS

The science and practice of policy desigh and management is inherently
about understanding and solving real-world problems (Ruiz Estrada 2011,
Walker & Daalen 2013; Repenning et al. 2017). This entails determining
where we are now (our current state) and clearly defining where we want to
be (our desired state or goal). It also requires us to understand the processes
that affect our current state and drove the change that brought us here, and to
apply this understanding in designing and deciding on a course of action to
close the gap between our current state and our goal (Repenning et al. 2017).

The changing nature and increasing complexity of CHANS have spurred
a debate about whether conventional approaches for planning, management
and policy design in these systems are up to this task (Holling & Meffe 1996;
Levin et al. 2012; Kramer et al. 2017; Mancilla Garcia et al. 2020). Critics
argue that most prevailing approaches for studying and supporting
management of CHANS are too reductionist (Levin et al. 2012) and overlook
key features of the underlying systems and the interrelationships between
their social, environmental and technical dimensions (Levin et al. 2012;
Mancilla Garcia et al. 2020). Conventional approaches are said to rely too
heavily on simplifying assumptions about linear cause-effect relationships
(Reyers et al. 2018), and to produce results that are only representative for a
snapshot in time and therefore do not generate a deep understanding of
dynamic system behaviour through time (Cosens et al. 2021). Together,
these limitations give a misleading representation of how CHANS work,
which can lead to adoption of policy and management strategies with
unintended outcomes (Levin et al. 2012; Gallén 2019). In short, as CHANS
have evolved towards increasing complexity, the methods and approaches
used for understanding and managing them must evolve too to account for
this complexity (Kramer et al. 2017; Gall6n 2019; Cosens et al. 2021).

In efforts to support policy and management of CHANS in the 21%
century, several key tasks have been identified in recent studies (Fischer et
al. 2015; Turner li et al. 2016; Kramer et al. 2017; Guerrero et al. 2018;
Mancilla Garcia et al. 2020; Cosens et al. 2021). These tasks include:
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i) Enhancing integration of social, ecological and technical
dimensions in CHANS research methods.

i) Improving understanding of the environmental and social
drivers of change in CHANS.

iii) Increasing understanding of the complex interactions and
resulting dynamics of CHANS at different spatial and temporal
scales.

iv) More effectively combining and integrating information from
different knowledge systems.

This list of tasks acted as an important source of inspiration and motivation
for the studies on which this thesis is based, and for the methods used.
However, CHANS is too broad and multifaceted a concept to be covered in
a single thesis. Therefore the scope of the research reported in this thesis was
purposely limited to focus primarily on management and planning of coupled
human-water systems.
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2. Water in CHANS

Water is a critical link between nature and society in CHANS (Xiaoming et
al. 2018) and access to freshwater in sufficient quantities and of sufficient
quality is a determinant for the life and prosperity of human societies and
natural ecosystems around the globe (Gleick & Cooley 2021). From one
perspective the Earth is full of water, since approximately 70% of its surface
is covered by water, but only about 2.5-3% of this is freshwater, and only a
tiny fraction is easily accessible for human use (Gleick & Cooley 2021).
Furthermore, this tiny fraction is unevenly distributed, both geographically
and temporally, around the globe. Precipitation and evapotranspiration rates
vary significantly across space and throughout the year, causing large
temporal and spatial inequalities in water availability (Jaeger et al. 2017,
Gleick & Cooley 2021). Water is now being withdrawn from groundwater
aquifers, rivers and lakes to be used for many competing purposes, including
agriculture, industry and domestic use, and lack of water is a driver of both
conflict and human suffering (Sultana 2018).

The prominent role that water plays for human prosperity gained official
recognition in 2010, when the United Nations (UN) proclaimed access to
sufficient, safe-to-drink and affordable water a basic human right (United
Nations 2010). Water’s role as a prerequisite for sustainable development
was further acknowledged by the UN in 2015 with the adoption of ‘The
2030 Agenda for Sustainable Development’ and the 17 Sustainable
Development Goals (SDG) (United Nations 2015). SDG6, on water and
sanitation, explicitly targets sustainable management of water resources and
the water cycle, with the overarching goal to ensure safe drinking water and
sanitation services to all people whilst safeguarding sustainable management
of water resources, wastewater flows and freshwater dependent ecosystems.
At the time of writing, substantial work is still needed to achieve this goal.
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In 2020, one in four people (approximately 2 billion) did not have access to
safely managed drinking water within 30 minutes distance from their home
(UN-Water 2021). In 2018, the UN estimated that about 10% of the global
population lived in countries with high or critical levels of water stress. Most
of these countries are in Central and Southern Asia, and in Northern and
Western Africa, but moderate, local, or seasonal water stress is also
experienced in parts of the US, Europe and Eastern Asia (FAO & UN-Water
2021). Other studies suggest that water stress is significantly more
widespread than indicated in UN statistics, e.g. Mekonnen and Hoekstra
(2016) estimated that up to two-thirds of the global population are
experiencing severe water stress for at least one month per year. Between
2008 and 2018, water stress increased by 4-15% across most of the world’s
regions (Eastern and South-Eastern Asia, Latin America and the Caribbean,
Northern and Western Africa, Oceania, sub-Saharan Africa) (FAO & UN-
Water 2021). Even in regions where water stress has been on the decline, e.g.
Europe, North America and Central and Southern Asia (FAO & UN-Water
2021), local assessments show that the frequency and distribution of water
stress has been increasing in recent years (European Environment Agency
2021).

The state of water resources, and challenges associated with achieving
SDG 6, can be linked to the three trends described above (growing scale of
human activity, tighter coupling, accelerating environmental and social
change), as they combine to intensify the pressures and competition for water
resources in CHANS around the globe.

2.1 Scale, coupling and accelerating social and
environmental change in coupled human-water
systems

Based on the trends and scale of water use, we are now clearly operating in
the full world paradigm. Between 1900 and 2010, global freshwater
withdrawal grew by approximately 700% (Gleick 2000), driven by a
combination of a fast-growing global population (the global population in
2000 was 3.5 times the size of that in 1900), agricultural and industrial
expansion (land under irrigation increased more than five-fold in the past
century), and improvements in living standards leading to growing per-capita
water use (Gleick 2000; Gleick 2003b). The most rapid growth occurred
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between the 1950s and 1980s, when withdrawal increased by on average
30% per decade (Gleick & Cooley 2021), and society is now exploiting more
of available freshwater resources than ever before (Xiaoming et al. 2018). It
is only in the past few decades that there have been indications of a
slowdown, and even reductions, in withdrawal rates in some Western
economies. For instance, in the US, per-capita water withdrawal declined by
20% between 1980 and 2000, and global water withdrawals only grew by
2.7% between 2000 and 2010, despite continued population and economic
growth (Gleick 2003b; Gleick & Cooley 2021). This levelling off is most
probably due to many regions approaching limits in terms of available rivers
for large dam construction and many of the available groundwater aquifers
already being exploited (Steffen et al. 2015a).

In many other regions, however, population and water use both continue
to grow (Cosgrove & Loucks 2015) and some estimate that global water use
will increase by a further 20-30% by 2050 (Boretti & Rosa 2019). Population
growth and continued urbanisation will result in dramatic increases in
domestic water use and contribute to increasing demand for agricultural
water to meet rising demand for food and other agricultural products.
Industrial water use is also projected to increase dramatically, especially in
Africa and parts of Asia as these regions industrialise. As demand
accumulates, this will increase the pressure on water resources, many of
which are already over-exploited (Cosgrove & Loucks 2015; Gleeson et al.
2020). For instance, human abstraction is already causing seasonal depletion
of groundwater aquifers in large parts of the Indian peninsula and rapid urban
growth has led to localised groundwater depletion in many Asian, American,
European and Middle Eastern cities. In California and the Midwestern
United States, unsustainable pumping has led to widespread depletion of
large groundwater aquifers (Lall et al. 2020), and remote sensing studies
have shown that more than 30% of the largest groundwater systems in the
world are experiencing rapid depletion (Richey et al. 2015). Surface water
sources, such as rivers and lakes, are also undergoing severe overexploitation
and quality degradation. Abstraction, damming and alteration of flow
regimes have led to dramatic reductions in flow in several of the world’s
major rivers, to the extent that many are no longer reaching the sea (Gleick
2003a). In up to 65% of global river outlets, upstream abstraction and
pollution are already affecting downstream freshwater ecosystems and water
security (Vorosmarty et al. 2010).
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If population growth and economic and agricultural activities are the key
drivers of water demand, then weather and climate are among the key
determinants of water supply. Historically, global and regional climate and
weather patterns have been relatively stable. Despite natural variability,
precipitation and evapotranspiration, and thus local hydrological cycles,
have been comparatively predictable (Rockstrom et al. 2014). This
predictability has served humanity well, as water availability has typically
not fluctuated beyond a well-defined envelope of variability, allowing water
resource management and planning to be conducted under the assumption of
dynamic stationarity (Milly et al. 2008). However, it is now clear that
human-induced climate change is challenging assumptions about a stable and
stationary water supply (Milly et al. 2008; Famiglietti 2014; Rockstrom et
al. 2014; Wu et al. 2020). Even slight changes in climate can alter the entire
probability distribution of extreme weather events, increasing both the
frequency and intensity of droughts and floods (Cosgrove & Loucks 2015).
Studies suggest that even in a scenario where global warming is limited to 2
°C, this could lead to a 40% increase in the number of people experiencing
absolute water scarcity. Already today, climate change is having observable
impacts on precipitation patterns and groundwater recharge (Taylor et al.
2013; Falkenmark et al. 2019). For instance, in recent years extreme weather
events have caused local-to-regional seasonal water scarcity in typically
water-abundant regions (Ahopelto et al. 2019; Stensen et al. 2019), and
simulation studies predict large changes in water availability in the coming
century (Jaeger et al. 2017; Wunsch et al. 2022). While our capacity to
forecast future climate impacts is constantly improving, our understanding
of the social, hydrological and ecological effects on CHANS remains limited
due to the complexity of these systems (Jaeger et al. 2017; Xiaoming et al.
2018).

2.2 A new water management paradigm and new
research questions

To achieve the UN target of universal access to safe, sustainably managed
and affordable drinking water by 2030, current efforts in water resources
management need to quadruple in the coming years (World Health
Organization 2021). There is an emerging consensus that to meet the
challenges of increasing demand and accelerating environmental and social
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change in a sustainable way, water management and planning must account
for the complexity of CHANS (Gleick 2000; Gleick 2003a; Pahl-Wostl
2007; Schoeman et al. 2014; Xiaoming et al. 2018; Pahl-Wostl 2020).
Holistic, integrated approaches to water resources management are needed,
where interdependencies between the hydrological system, the environment,
and socioeconomic development are accounted for in order to achieve
efficient, just and sustainable management of water resources. This is a major
shift from the conventional command-and-control paradigm of water
resources management rooted in an “empty world”, where human and water
systems were modelled independently, human impact on water resources
was considered fairly limited, and natural and social disturbances were
perceived as relatively predictable (Milly et al. 2008; Xiaoming et al. 2018).
With this change in paradigm, the challenges of water resources management
should be addressed as a subset of the challenges of CHANS research
described above.
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3. Thesis aim and objectives

As described in Chapters 1 and 2, research on CHANS is an expanding
scientific domain. It is motivated by growing awareness about the
importance of understanding human-nature interactions to ensure sustainable
management and planning in these systems. The CHANS paradigm has
gained considerable traction in water resources management research, but
key research gaps still exist. To this end, the overall aim of this thesis was:

to contribute to sustainable management of CHANS in general, and
human-water systems in particular, by increasing understanding of
their drivers of change and by improving upon, and developing new,
methods and tools to support policy design, planning and
management.

Thus the target was knowledge creation with regard to the dynamics of
CHANS (why does the system behave as it does and how is it likely to
behave in the future?) and operationalisation of this knowledge into the
methods and tools used to make policy and management decisions (how
should we act to make the system behave as we want it t0?).
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3.1 Research questions

With the above aim in mind, the work in this thesis addressed the following
overarching research questions (RQ):

RQ 1. How are CHANS represented in contemporary methods for
assessment, management and planning of human activities,
and what is required from methods to support sustainable
management of these systems? [Papers | & V]

RQ 1 contributes to the overall aim of the thesis by identifying concrete gaps
and problems in contemporary management tools and methods when applied
to CHANS.

RQ 2. What processes govern the dynamics of drinking water
supply and demand in coupled human-water systems?
[Paper 1l & 111]

RQ 2 facilitates systemic understanding of the structural drivers of change
in CHANS, exemplified in the domain of human-water systems.

RQ 3. How will climate change influence drinking water supply,
and what dynamic effects may this have on socioeconomic
development, and subsequent water demand, in coupled
human-water systems? [Paper I11]

RQ 3 supports sustainable management of coupled human-water systems by
exploring how exogenous and endogenous drivers of change influence future
system behaviour.

RQ 4. How can analytical methods be improved to better support
policy, planning and management of CHANS? [Papers 1I-
V]

RQ 4 facilitates advancement of decision-support tools adapted to the
requirements of CHANS.
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3.2 Papers included in this thesis

The research questions presented above are addressed in the five papers on
which this thesis is based, as schematically illustrated in Figure 5.

Paper |

Paper 11

Paper 111

Paper IV

Explores the extent to which defining features of CHANS
are accounted for in mainstream life cycle assessment
(LCA) methods — an approach frequently used to support
planning, management and policy assessment. Bio-based
production systems are used as an example of CHANS, and
key limitations and avenues for improvements are
suggested.

Applies participatory systems mapping to explore how
human-water interactions influence water supply and
demand at the local-to-regional scale in a Swedish case
study. Socio-hydrological feedbacks give rise to water
supply-demand cycles and system lock-in effects, and
contribute to seasonal water scarcity and policy resistance.

Develops a system dynamics model of a coupled human-
water system on the island of Gotland, Sweden. Simulation
experiments explore how future climate scenarios may
affect local drinking water supplies, and subsequent
dynamic effects on housing development, the tourist sector
and municipal water supply services, between 2020 and
2050.

Develops a system dynamics-based approach to marginal
cost assessment of water scarcity mitigation strategies. It
shows how accounting for temporal dynamics and
interaction effects between physical and behavioural
processes in CHANS can provide added policy insights not
accounted for by conventional marginal cost curve
approaches.
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Paper V Revisits the participatory systems mapping approaches
applied in Papers Il and Il and uses an agent-based
modelling (ABM) approach to investigate how social
influence during the mapping process affects the accuracy
of the model produced and the degree of group alignment
around that model. The paper ultimately explores whether,
and under what conditions, there is a conflict between
accuracy and alignment, and how the intervention can be
designed to mitigate this.

As illustrated in Figure 5, Paper | served as a starting point and inspiration
for the other four papers. Limitations of contemporary LCA methods
identified in Paper | inspired the use of qualitative and quantitative system
dynamics in the case studies conducted in Papers Il and Ill. The study in
Paper 1V was in turn inspired by the simulation results from Paper Ill and
the findings from Paper I. The former indicated a need for significant
investments in water resources management to reduce the risk of future water
scarcity, while the latter indicated a need for dynamic, systems-oriented
methods to assess and evaluate such interventions. Lastly, Paper V built on
conclusions from Paper |, and inspiration and guestions that arose through
the work conducted in Papers Il, I1l and IV. Paper | identified a need for
context-specific models to assess the impact of change in CHANS and in
Paper Il a participatory modelling approach was applied, drawing from the
mental models of a diverse group of stakeholders, to produce such models.
In Paper V, the effects of group dynamics during such participatory
modelling approaches was studied, drawing on theories on social behaviour
to explore what makes system mapping in small groups successful or
unsuccessful.
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paper (dashed boxes).

45






4. Methodology and research approach

In the field of CHANS research, there are few strict rules or protocols to
guide research design. As a result, difficult decisions need to be made by the
researcher about the methodological approach to adopt and about theories
and frameworks to draw from (de Vos et al. 2021). The literature
recommends that researchers embrace a diversity of models and methods
when studying complex phenomena in human and nature systems, as this
will enrich understanding and improve the chances of managing the system
successfully (Hong & Page 2004; Alberti et al. 2011; Page 2018).
Furthermore, researchers need to acknowledge that a true or optimal method
for studying CHANS rarely exists and that there are often several equally
viable strategies and methods for studying a given phenomenon (de Vos et
al. 2021).

The research approach taken in this thesis draws strongly on the
framework of complex adaptive systems (CAS) and employs methods from
systems thinking (ST), system dynamics (SD), and simulation modelling to
study, understand and manage CHANS. The following sections provide an
overview of the CAS framework, and justify the methods used in Papers I-
V.

4.1 Understanding CHANS as complex adaptive
systems

In the literature, CHANS and its sibling concepts (SES, SET, socio-
hydrological systems etc.) are referred to as complex adaptive systems
(CAS) (Liu et al. 2007a; Levin et al. 2012; Preiser et al. 2018; Preiser et al.
2021). These can be defined as systems consisting of multiple interdependent
and interacting components that produce emergent systemic properties. CAS
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exhibit adaptive capacities that allow the system to change and evolve over
time in response to feedbacks, shocks and changes in the internal or
surrounding context (Holland 2006; Preiser et al. 2018). The CAS
framework has proven to be a powerful and unifying way to study and
describe systems across many different contexts and disciplines (Carmichael
& Hadzikadi¢ 2019). In 2018, Preiser et al. (2018) defined six general
organising principles of CAS that can be used to understand the behaviour
of these systems, and to inform approaches and methods to study and manage
them:
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CAS are constituted relationally, meaning that the relationships
between system components are more important for
understanding their behaviour and system-level properties than
the detailed properties of their individual components.

CAS have adaptive capacities, where the interrelations within
and between subsystems of CAS create feedbacks that allow the
system to adapt and adjust continuously to externally or
internally changing conditions. This capacity enables originally
similar systems to take on unique developmental trajectories, but
also provides systems with “memory” that can constrain and
shape future development.

CAS are characterised by non-linear dynamic relations,
meaning that relationships between components are rarely
uniform or proportional. Non-linearity arises due to feedback
effects, time lags, path dependencies and constantly changing,
non-equilibrium, interactions between elements within the focal
system, and between the focal system and the surroundings.
These non-linearities make the system difficult to predict and
control.

CAS are radically open and lack clear system boundaries. CAS
are constantly interacting with their broader environment, and
the processes of interaction constitute parts of the system itself.
This makes defining system boundaries and determining which
components belong inside or outside the system very difficult.



V. CAS are context-dependent. As the context of the system
changes, the components, relationships and functions of the
system may also change and it may take on new functions.

Vi. Complex causality and emergence are defining characteristics of
CAS. Cause and effect in these systems are typically
bidirectional and characterised by complex dynamic causal
chains. These systems exhibit emergent properties and a high
level of dynamic complexity that arise through interactions of
system components. This means that the system-level properties
are fundamentally different from those expected from
combining the properties of the underlying individual elements.
Together, complex causality and emergent properties mean that
the essential dynamics and qualities of CAS cannot be observed
or understood through isolated studies of the individual system
components.

Understanding CHANS as CAS has important implications in terms of the
types of knowledge that can be expected to be acquired about these systems
(ontological implications), how that knowledge can be acquired
(epistemological implications), and what methods and approaches that are
suitable for studying them (practical implications).

4.2 Ontological and epistemological implications

From a CAS-based world view, unobservable, relational and organisational
interactions in CHANS give rise to non-material causes and dynamics with
real, system-level ontological and observable effects. This corresponds to
what Mancilla Garcia et al. (2020) describe as a process-relational view of
the world where processes and relations between elements are considered the
primary constituents of reality. This is fundamentally different from the
traditional Newtonian world view, where objects are the primary elements of
reality, and where properties that cannot be observed, isolated and measured
lack ontological status (Preiser et al. 2021). In the Newtonian perspective,
the only way of achieving scientific knowledge is through a process of
observation, experimentation and measurement of phenomena under
conditions of independent verifiability and reproducibility (Preiser et al.
2021). To put it differently, a Newtonian world view assumes that all real-
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world phenomena can be fully understood and predicted in the same way as
an engineer can predict, with high accuracy, the behaviour of a rocket
moving through space, i.e. by studying the isolated properties of its smallest
components and extrapolating these to the larger system. In this view, the
natural world is in equilibrium and deterministic, based solely on the well-
defined parts of matter that are inherently inert and passive (Arthur 2014).
Through a Newtonian lens, ‘the system is equal to the sum of its parts’.

In the CAS-based/process-relational world view, on the other hand,
systems are not simply parts connected by mechanical interactions that can
be fully understood by isolating and studying them one by one. Instead,
relationships and organisational processes are the nuts and bolts that define
the system construct. CAS come about and behave in ways that are the result
of the underlying relational structure between its components. Thus, from a
process-relational lens, CAS do not exist independently from the relations
and interactions that constitute them (Mingers 2000; Cilliers 2002) and
system understanding can only be achieved by studying the system as a
whole (Preiser et al. 2021). The immune system serves as an illustrative
example: it cannot be extracted and studied as an isolated single entity, nor
does it sit in any particular organ, but exists only as observable, emergent,
system-level properties driven by the interactions between various body
functions, processes and organs — ‘the system is different from the sum of its
parts’ (Preiser et al. 2021).

Several studies suggest that to understand, manage and explore CHANS
and other complex adaptive living and non-living systems, a shift from the
traditional Newtonian world view towards a more process-relational view is
needed (Arthur 1999; Meadows 2009; Ulanowicz 2009; Levin et al. 2012;
Hertz et al. 2020; Mancilla Garcia et al. 2020). This shift has practical
implications for how CHANS research should be designed to develop
empirically valid and meaningful data, and to build actionable knowledge
and theories to support effective management and planning.

4.3 Practical implications

The complexity and emerging nature of CHANS mean that they can never
be fully understood, and that any knowledge acquired about them will always
be partial and dependent on the spatial, temporal, and historical context. Any
insights derived will also be influenced by the conscious or unconscious
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choices and assumptions made by the researcher (de Vos et al. 2021).
Because of this, universal theories of CHANS can rarely be derived (Preiser
et al. 2018; Schliter et al. 2019b). Instead, research should focus on reflexive
interpretation and evaluation of these systems (Preiser & Cilliers 2010), and
on understanding contextual and dynamic contexts that may give rise to
observed problematic or puzzling system-level phenomena. This requires a
systemic perspective to be adopted (Meadows 2009; Levin et al. 2012; de
Vos et al. 2021; Preiser et al. 2021), where human and natural subsystems
are studied in an integrated approach, using methods that allow information
and knowledge from a diversity of sources, theories and disciplines to be
combined (Kelly et al. 2013; Guerrero et al. 2018).

For research aiming to guide policy design, management and planning,
the objective is to provide information that supports decision-makers to make
knowledgeable choices among alternative options (Walker & Daalen 2013).
Given that knowledge of CHANS will always be partial and context-
dependent, this requires specific emphasis on transparency throughout the
entire research endeavour. Assumptions, biases, the disciplinary background
of the researchers, the contextual framing of the project etc. will colour
method choices, analysis and interpretation of results. Thus, it is important
to strive for a transparent and open process, to allow critical choices and
assumptions made to be scrutinised by other researchers and non-
researchers, and to ensure that they are accounted for in the decision-making
process (Maeda et al. 2021; Schliter et al. 2021a). Maintaining a high-level
of transparency is also particularly important to build trust and alignment
around the results obtained, especially when addressing problems of
considerable complexity (Voinov et al. 2018).

This can be boiled down to a set of requirements that guide design and
method choice in CHANS research:
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4.4 Use of modelling and simulation for studying and
managing CHANS - selecting the right tool for the
task

Conceptual and formal models are well-suited, and commonly used, for
studying and managing CHANS (Sterman 2001; Levin et al. 2012; Schliter
et al. 2019c; Biggs et al. 2021b). However, given the diversity of different
model types and modelling paradigms available, selecting one (or several)
that fits the requirements of a study is not always a straightforward task
(Schluter et al. 2019c). Therefore the following section provides a short
introduction to some of the reasons why models are used, and lists a set of
criteria that can be used to evaluate whether a model is fit for the intended
purpose. A (far from exhaustive) overview of different types of modelling
available to the CHANS researcher is provided, with the types categorised
based on how well they can handle the requirements of CHANS research
presented above. This characterisation is used to justify the modelling
choices made in the presented papers.

4.4.1 The purpose of modelling

The reason for modelling is to better understand the world and the problems
around us. Pearl (2000, p. 202) defines a model as “an idealized
representation of reality that highlights some aspects and ignores others”. A
good model is one that represents the aspects of reality necessary to
understand the problem at hand by mimicking the relevant features of the
system under study. By studying features of the model, inferences can be
made about the real world. Colloquially, however, this is often
misunderstood as modelling being all about prediction, when it is often truly
more about understanding. This leads to the mistaken perception that a
model is a crystal ball that is fed with known inputs and produces predictions
of the future (Epstein 2008). From this viewpoint, the value and validity of a
model are judged solely on the accuracy of those predictions. While
prediction can indeed be the main reason for building models, it is far from
the only reason (Epstein 2008; Page 2018). Page (2018, p 15) illustrates the
richness of model uses by suggesting seven broad categories of modelling
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purposes (reason, explain, design, communicate, act, predict, explore), easily
remembered by the acronym REDCAPE (Table 1).

Table 1. Seven reasons for building and using models (adapted from Page (2018, p 15)

Purpose Description

Reason To identify conditions and deduce logical implications.

Explain To provide (testable) explanations for observed
phenomena.

Design To design institutions, policies and rules.

Communicate To relate knowledge and understanding.

Act To guide choices, management and actions.

Predict To make predictions about future unknown phenomena.

Explore To investigate possibilities and hypotheticals.

A model can be built to accommodate a few of these purposes at once, but
catering for all seven would require the use of multiple models and model
types. The reason is that different model types rest on different approaches
and founding assumptions. This has resulted in a diversity of models being
developed, each with its own strengths and weaknesses that need to be
matched with the purpose and requirements of the study. To this end, Levins
(1966), supported by several subsequent studies (Costanza & Ruth 1998;
Evans 2012; Dickey-Collas et al. 2014), proposed a minimum of three
evaluation criteria to be used when matching model type with study
requirements. These are: model realism, precision and generality (Figure 6).
In all modelling activities, trade-offs need to be made between these
gualities, since according to Levins (1966), any model can at best perform
well in two of the three.

It should also be acknowledged that these model desirables are not
perfectly fixed for a given model type. Models built using the same
modelling approach tend to occupy the same domain of the triangle in Figure
6, but the exact location depends on the context of application (Dickey-
Collas et al. 2014). For instance, Ip et al. (2013) showed that even within the
same modelling family, the degree of realism, generality and precision can
be fine-tuned to match the requirements of the application.
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Realism

Precision Generality

Figure 6. All models occupy a space somewhere between the extremes of high realism,
high precision and high generality. According to Levins (1966), no model can perform
well in all three of these qualities, as one always will be compromised when increasing
the other two. Diagram based on Levins (1966) and adapted from Dickey-Collas et al.

(2014).

Realism refers to the number of underlying elements and processes giving
rise to observed patterns and behaviours represented in the model (detail

realism), and the capacity of the model to represent system structure and
behaviour in a qualitatively realistic way (structure-behavioural realism).

Precision refers to replicating system behaviour with a high level of
quantitative accuracy.

Generality refers to the ability to represent a broad range of system behaviour
with the same model, and the extent to which a model can be applied in new
contexts, systems and domains.

In addition to the three model criteria proposed by Levins (1966), model
interpretability (or tractability as proposed by Silverman (2018)) can be
added as a fourth criterion. Interpretability has become a characteristic of
increasing relevance with the rapid growth in computer power, which has
increased the capacity to build and use models so complex that they become
impenetrable for the human mind (Silverman 2018; Rudin 2019).

Interpretability is associated with transparency and refers to whether the

assumptions of the model, and the internal logic that it applies to derive
outputs from inputs, are clear and can be analysed and scrutinised. In other
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words, it must be possible to analyse and understand why the model produces
the results that it does.

It should be noted that the first three criteria (realism, precision, generality)
are fixed characteristics of a model, whereas interpretability is determined
both by the specifics of the model and by the characteristics and skills of the
user. For instance, the logic of a model might be fully understandable for an
experienced modeller, but a black box for a decision maker without
modelling experience. Poor interpretability can hide critical flaws in model
logic (Voosen 2017) and, if the model is intended to support understanding
and guide decision making, can erode credibility and trust in the results
produced (Voosen 2017; Maeda et al. 2021).

Since no single model performs well on all four criteria (Costanza & Ruth
1998; Silverman 2018), it is important to find a balance between realism,
precision, generality and interpretability that fits the requirements and
purpose of the study, and the skill and demand of the intended users. In the
modelling studies presented in this thesis, the primary purposes were:

- To build system understanding and to provide explanations of
system-level phenomena (Paper 1)

- To explore potential future scenarios (Paper I1I)

- Toreason about the implications of higher-level theories and explore
their implications under different hypotheticals (Paper V).

- To develop tools to support and guide management and policy
actions (Papers 1V and V).

This required interpretable models with an emphasis on structural realism
that were behaviourally accurate only to the degree needed to support
decisions. A moderate level of generality was aspired for, to allow for a
certain degree of theory development and for extension of insights to new
contexts. The emphasis on predictive power was relatively lower.

The practical requirements for studying CHANS presented in section 4.3.
(treatment of structure, time and feedback), and the model criteria described
above, were used as a framework for evaluating and selecting among
different modelling approaches for the studies.
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4.4.2 Choosing a modelling approach

Figure 7 provides a rough overview, or a taxonomy, of different model types
available to the CHANS researcher.

Physical models

The first level of distinction is made between physical, informal and formal
models. A typical example of a physical model is a small-scale copy of an
object (e.g. a ship or a bridge) that is studied to derive conclusions about the
properties of its full-size counterpart. Physical models can also be model
organisms (e.g. fruit fly, Drosophila melanogaster), studied to draw
inferences about the biological processes in other organisms, or analogue
machines constructed to represent some (set of) processes. Naturally, these
are rarely applicable to studying CHANS.

Informal models

Informal models are conceptual representations of a system, its components
and their relationships. These can take the form of narratives, diagrams,
drawings etc. In CHANS research, causal loop diagrams (CLD) are
frequently used as conceptual representations of the causal structure of the
system under study. These are often created using participatory system
mapping approaches, such as group model building (GMB) (Vennix 1999;
Hovmand et al. 2011), where qualitative information about the system is
extracted and synthesised in close collaboration with experts and
stakeholders living and interacting in the system (Voinov et al. 2018). These
models are naturally qualitative and static in nature but, as shown in Paper
I, they can create a rich understanding of the processes, drivers and
feedbacks responsible for system-level behaviour (Banitz et al. 2022). They
can be used to explore and synthesise different perspectives of the system
under study (Aminpour et al. 2021), and guide further data collection and
formal modelling (Luna-Reyes & Andersen 2003).
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Formal models

Formal models are quantitative, precise statements describing the
components of the system under study and their relationships, typically
formulated using mathematical equations. Formal models can be further
subdivided into descriptive (or phenomenological) and mechanistic models,
which differ fundamentally in their approach and the type of data and
information they provide about the system.

Formal descriptive models

Descriptive models seek to discover relationships among a set of measured
variables by identifying patterns in empirical data. They can be further
subdivided into statistical models and algorithmic models, best known as
artificial intelligence (Al) or machine learning (ML) models (Breiman 2001).
Both modelling cultures start with known data inputs and response outputs,
and both have the primary goal of predicting accurately the response outputs
for future data inputs. However, the approaches they use to do this are
fundamentally different.

Statistical models

In statistical modelling, a stochastic model class (e.g. Gaussian distribution
or Cox model) is selected to represent the statistical relationships (which are
often not the causal relationship) between the data inputs and the response
outputs. The model is then fitted to the data by calibrating its parameters and
validated using different goodness-of-fit tests (Breiman 2001). These models
tend to occupy the left side of the triangle in Figure 6, with typically a high
level of precision and potentially high level of detail realism (Dickey-Collas
et al. 2014). However, since the structure of these models is based on
historical associations, rather than the causal mechanisms of the real-world
system, the structure-behavioural realism of the model is typically low. Any
conclusions drawn will be about the mechanisms of the model, not about the
mechanisms of the system (Breiman 2001). It follows that model generality
tends to be relatively low (Dickey-Collas et al. 2014), and the utility of
statistical models for studying novel conditions, policy changes and system
change outside the range of historical data is limited (Evans 2012).
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Algorithmic models
In contrast to statistical models, in algorithmic models no direct causal
assumptions are made by the modeller about the real-life process that
produces observed relationships between inputs and response. Instead, the
modeller uses ML algorithms (e.g. artificial neural network, random forest
etc.) to find patterns in the data, which allows the model generated to operate
on the inputs and predict the outputs (Breiman 2001; Schoenberg & Swartz
2021). These models occupy the leftmost corner of the triangle in Figure 6,
as they typically have a very high level of predictive power (Breiman 2001).
However, because these models lack an underlying causal structure
grounded in real-world mechanisms, they say nothing about the causal
connections between input and output variables (Ellner & Guckenheimer
2011). Furthermore, because of the lack of realistic representation of the
underlying causality mechanisms, once trained/calibrated, generality tends
to be low and even though much attention is paid to “over-fitting” (a measure
of the utility of the generated model’s structure to datasets beyond the one
used to initially construct the model), their predictive power is limited to the
conditions and data range to which they were originally calibrated/trained
(Baker et al. 2018). Thus ML models struggle to predict outcomes that were
not in the original training dataset (Kim et al. 2017). In dynamic and
constantly evolving systems like CHANS, where conditions and context can
make abrupt shifts and system behaviour is expected to stray outside
previously observed ranges, this condition is frequently violated (Schlter et
al. 2019a; Quinn & Quinn 2020). However, the greatest weakness of most
advanced algorithmic models is lack of interpretability, and lack of ability to
answer the question ‘why?’ (Voosen 2017). The mathematical structure of
the underlying machine algorithms typically cannot be interpreted in any
meaningful way, and the logic of their learned associations is not understood
even by the experts who build them (Rudin 2019; Schoenberg & Swartz
2021). These models are like black boxes and therefore have limited use for
building system understanding or exploring different policy and
management scenarios (Maeda et al. 2021).

Formal mechanistic models

In contrast to descriptive models, mechanistic models seek to establish
mechanistic relationships between variables and mimic the real-world
processes that give rise to observed patterns and phenomena (Baker et al.
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2018). The mechanisms by which different elements in the system influence
one another are typically derived from theory, first- and second-order
principles, and qualitative and quantitative empirical data.

Several sub-categories of mechanistic models exist. The categorisation
below is based on how they treat time.

Static models

Static, or non-temporal, models make no reference to time. Their focus is on
understanding the logical or gquantitative relationships between system
variables in a given instance (Hunt et al. 2008). Non-temporal models can be
used to find the equilibrium (steady) state of a system variable given
knowledge about other system variables, and the models can then be used to
predict what the state of the system would be in a counterfactual situation
where the inputs or relationships are manipulated (Law et al. 2007).

Examples include many traditional analytical models, e.g. the
relationship d = rt, where the rate of travel, r, multiplied by the time spent
travelling, t, equals distance travelled, d. This model accurately describes the
relationship between r, t and d, but not how the system might evolve over
time (Hunt et al. 2008). This type of analytical model is fully interpretable
and found at the base of the triangle in Figure 6, i.e. it has a low level of
realism, but high generality and high precision (Dickey-Collas et al. 2014).

Conventional partial equilibrium (PE) models and computed general
equilibrium (CGE) models also belong to the category of non-temporal
models (Mitra-Kahn 2008). These models use sector- or economy-wide
input-output tables to identify quantitative relationships between all
monetary flows of resource inputs and production outputs in a system. The
parameters of the functional relationships between inputs and outputs are
calibrated to find an equilibrium between supply and demand that
corresponds to some historical baseline (usually a year for which there are
good data). Policy scenarios are then explored by shocking the model by
introducing a step change in some exogenous variable and observing how
the change propagates through the system as it adjusts to a new equilibrium
state (Mitra-Kahn 2008).

An important note on the static/non-temporal family of models is that
these models describe the system as having no “memory”. When the inputs
change, the system finds a new equilibrium based solely on these new input
values, regardless of its previous state. In other words, these models operate
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under the assumption that history (other than the historical data used for
calibration) does not matter to the future state of the system (Anderson &
Cavendish 2001). Another aspect stemming from the lack of reference to
time in these models is that the transition path the system takes to move from
one equilibrium state to another, and the time required to make this transition,
is unknown (Bohringer & Ldschel 2006). In other words, one cannot be
certain when, or if, the system will reach the anticipated new equilibrium.

Dynamic models

In contrast to static models, dynamic models are used explicitly to study how
a system changes over time as a result of the causal interactions between
system components. The evolution of the modelled system is represented
either as occurring in discrete steps or as continuous with respect to time, and
the models are typically resolved using computer simulation techniques
(Page 1999; Law et al. 2007). These models occupy the right side of the
triangle in Figure 6, with greater emphasis on realism and generality than on
point-by-point precision (Dickey-Collas et al. 2014). They try to mimic real-
world processes by using mathematics to represent the system as consisting
of elements that can take on different states (e.g. the number of people in a
city or the balance in a bank account). The state of an element at any point
in time is dependent on its value in the previous time steps, and it can
influence the state of other elements in the system. Feedback effects and
endogenous dynamics can be modelled by allowing the current state of an
element to directly or indirectly influence its future state (Schoenberg &
Swartz 2021).

Discrete dynamic models

Discrete dynamic models, or discrete event models (DEM) (Law et al. 2007),
include e.g. Markov models (MM) (Page 2018), state and transition models
(STM) (Bestelmeyer et al. 2017), and most agent-based models (ABM)
(Bonabeau 2002). All these apply the assumption that the elements in the
system can take on and move between different states, and that this transition
occurs instantaneously at a countable number of discrete time points. These
time points represent events happening in the system (e.g. an arrival or
departure, or an ecosystem transitioning from forest to savannah) at
synchronous or asynchronous time increments (Law et al. 2007). In other
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words, in DEM time moves forward by regular or irregular “leaps” at which
the system states are updated to take on new values.

In MM, which are frequently used in social systems modelling (Page
2018), and in STM, which are commonly used for studying landscape and
ecosystem dynamics (Daniel et al. 2016; Bestelmeyer et al. 2017), the
elements move between the different states according to a set of transition
probabilities. These represent how likely it is that an element will move from
one state to any other state and can be fixed (Page 2018), or influenced by
other state variables in the system (Daniel et al. 2016).

In contrast to MM and STM, in ABM the system is represented as
consisting of autonomous agents that interact with one another and the
environment according to predefined rules (Bonabeau 2002). Each agent has
internal state variables representing different attributes, and the agent can
transition between these states when triggered by its internal dynamics or by
its interactions with the surroundings. It is the internal state of each
individual agent that, through the behavioural rules it is defined to follow,
determines its actions. A defining feature of ABM is that feedbacks are not
explicitly coded into the model structure as is the case in e.g. STM and SD
models (see below). Instead, feedback can occur as an emergent property
when an action taken by an agent to modify its own state later comes back to
affect the same agent and the same state in a future time period (Schliter et
al. 2021b; Schoenberg & Swartz 2021).

Overall, ABM are very flexible and can realistically simulate emergent
patterns from human behaviour in ways most other modelling methods
cannot (Bonabeau 2002). The approach is particularly suitable when
modelling individual entities with discontinuous behaviour and which cannot
be well described at the aggregate level, and/or when the complexity of
behavioural rules makes equation-based representations intractable
(Bonabeau 2002). ABM provide the additional advantage that they allow for
the creation of models in situations where knowledge about
interdependencies at the aggregate level is limited. For instance, one may
know very little about the global feedback structure of a system but still have
some information about the behaviour rules of the individual elements. In
this case, the behavioural rules can be used to create an ABM that can be
used to obtain information about the global feedback structure (Borshchev &
Filippov 2004).
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The flexibility of ABM and their focus on emergence have made this
modelling approach very popular for studying CHANS and other complex
social systems (Hammond 2015; Schliiter et al. 2019b). However, the
modelling approach is less suitable for modelling physical systems (Herrera
et al. 2018), and the approach in ABM to mimic reality from the micro level
up means that, even for small models, the level of detail complexity can make
it very challenging to understand the processes driving simulation results
(why the model behaves as it does) (Ledn-Medina 2017). This can cause
difficulties in analysing simulation results and in effectively communicating
results to external users (Schliter et al. 2021b).

Continuous dynamic models

The last group of models presented here are continuous dynamic models.
These include SD models, but also dynamic systems (DS) models
(Borshchev & Filippov 2004) and some variations of continuous ABM.
Since ABM are covered above and DS modelling is typically restricted to
non-human systems (Borshchev & Filippov 2004), the focus in this sub-
section is on SD modelling, which is frequently used in CHANS research
(Schluter et al. 2019c; de Vos et al. 2021).

In contrast to ABM, SD models are typically constructed at a higher level
of aggregation, focusing on dynamic complexity as opposed to detailed
complexity. The world is represented as consisting of material and
information stocks (state variables where material and information are stored
and accumulated) that are regulated by flows representing the rates of change
between stocks. Mathematically, SD models consist of simulated differential
or difference equations (Richardson 2009), but they are typically constructed
using graphical notation (see section 4.6.4), making the model structure
explicit and more easily interpretable also for non-modellers (Black 2013).

All SD modelling is built around the founding principle that system
structure is a key determinant of dynamic behaviour (Richardson 2009). To
this end, the method has an explicit focus on the role of feedbacks and time
delays in understanding real-world problems. Feedbacks occur when the
level of a stock at one point in time directly or indirectly influences its own
future flow(s) and can be either positive (reinforcing past changes in the
stock) or negative (dampening/balancing past changes in the stock). Delays
between cause and effect, created by the fact that it takes time for information
and material stocks to adjust to change, are common in complex systems and,
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together with feedback loops, they are a major source of complex dynamic
behaviour (Sterman 2000). In dynamically complex systems, multiple
feedback loops operate simultaneously and, as the system evolves, the
relative strength of the different loops changes and gives rise to complex
nonlinear dynamics (Sterman 2000).

The group of models in Figure 7 that satisfactorily fulfils all three
requirements of treatment of structure, time and feedback are those
belonging to the mechanistic dynamic group. Within this family of models,
SD was selected as the primary modelling approach in studies of CHANS in
this thesis, due to its potential to produce models of considerable realism and
generality (Ip et al. 2013) with maintained interpretability. SD is also well-
documented for its utility in environmental management (Kelly et al. 2013)
and for exploring and evaluating effects of alternative policy strategies and
social and environmental disturbances (Schluter et al. 2019c¢). In studies of
micro-level social interactions, on the other hand, ABM was used due to its
suitability for realistic modelling of human interactions and its capacity to
elicit global-level emergence from local-level behavioural rules (Schliter et
al. 2021b).

4.5 Research methods used in Papers |-V

The studies conducted in this thesis ranged from theoretical literature-based
studies (Paper 1) to highly contextualised, case study-based research (Papers
Il and I11) and simulation-based method development research (Papers 1V
and V). Despite this difference, the work in all papers was rooted in a systems
perspective of the world. Therefore, the research approach chosen drew
heavily from the fields of systems thinking, system dynamics modelling and
agent-based modelling.

Sub-sections 4.5.1-4.5.4 elaborate on the research approach and methods
used in Papers I-V. For interested readers, a more in-depth description of key
methods can be found in section 4.6 and in the attached papers. Readers
already familiar with the methods, or who only want an overview of the
overall design of each study, can skip section 4.6 and move straight to
Chapter 5.
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4.5.1 Paper | —a qualitative systematic review of the literature

In Paper I, a qualitative /
systematic review (Grant & Paper I in brief

Booth 2009) was conducted to | Type of study: Qualitative systematic review

\

explore the extent to which | Purpose: Explore how CHANS are represented

defining features of CHANS, in the LCA methodology.

exemplified by bio-based Synthesise methodological
limitations.

production  systems, are
accounted for in mainstream Krowledae tvoe: Descriptive & i
LCA methods used for Knowe ge type: Descriptive & prescriptive

Suggest avenues for improvements.

/

environmental policy
assessment, planning and management. Other objectives were to synthesise
limitations of contemporary methods used for environmental sustainability
assessment of these systems, and to suggest avenues for methodological
improvement. The review was conducted according to the well-established
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) guidelines for systematic literature reviews (Liberati et al. 2009)
(Figure 8). A total of 780 published scientific papers and 104 book sections,
technical reports and policy briefs were identified in bibliometric searches
conducted in Web of Science and Google Scholar. Following a systematic
screening process, titles and abstracts were scanned and papers were selected
based on three inclusion criteria:

(1) Studies identifying and/or addressing limitations and weaknesses of
LCA and other life cycle-based methods for environmental
sustainability assessment.

(2) Studies addressing environmental sustainability assessment of
bioeconomy or bio-based production systems.

(3) Studies focused on improving or developing approaches and tools
for environmental assessment and planning of bio-based production
systems.

The final dataset consisted of 107 scientific articles and 28 book sections and
non-academic texts, which were analysed and synthesised using a matrix-
based method (Goldman & Schmalz 2004).
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45.2 Papers Il & Il — qualitative and quantitative systems modelling to
understand the past, present and future of a coupled social-

hydrological system

In Paper Il and Paper IlI,
system  modelling  case
studies were conducted on
Faro island (57.9°N, 19.1°E),
part of Gotland municipality,
Sweden (Figure 9). This is
one of the most water-
stressed regions in Sweden,
with  significant  seasonal
variations in water supply
and demand due to relatively
limited groundwater
availability and a large tourist
sector that competes for
water with other users. In
Paper Il, literature studies,

I
-‘—‘—)Conclusions

-

Purpose:

Main methods:

Paper Il in brief

Type of study: Qualitative modelling case study.
Identify the socio-hydrological drivers

of water supply and demand.

Explain endogenous mechanisms to

policy resistance.

Identify system leverage points.
Literature review

Key informant interviews
Participatory system mapping
Feedback loop analysis

~

\Kiwledge type:Descriptive, exploratory & explanatoy

empirical data, key informant interviews (Shackleton et al. 2021) and
participatory system mapping methods (Lopes & Videira 2017) were used to
collect and generate data about key causal drivers of water supply and
demand on Far6. Through an iterative process of data triangulation, theory
development, participatory validation and theory adjustment, the data were
synthesised into a causal loop diagram (CLD), a conceptual model of the
socio-hydrological feedback processes governing the dynamics of water
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supply and demand on Far6. Qualitative feedback loop analysis was
conducted to examine the causal drivers of seasonal water scarcity, and to
develop a structure-based theory of the systemic causes of policy resistance
to water scarcity mitigation measures experienced in the past 20 years. The
results were also used to provide directions for future research and to inform
future water management strategies.
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Figure 9. Map of Far6. Location in the Baltic Sea indicated by red box in the small map
of the Nordic region. Reproduced with permission from Nicolaidis Lindgvist et al.
(2022).
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Following a mixed-methods
approach (Figure 10), insights
from Paper Il informed the
research direction for Paper

I11, where an integrated social
and hydrological dynamic

Paper 111 in brief

Type of study: Quantitative modelling case study.

Purpose: Explore effects of future climate
scenarios on drinking water supply,

~

socioeconomic  development, and
simulation model was water demand.
developed to explore how | Main methods: Key informant interviews
future  climate  scenarios System dynamics modelling
(2020-2050) on Faro may Budyko-based hydrological modelling
affect drinking water supply, Monte Carlo simulations

and subsequent  dynamic
effects on housing, tourism k
and municipal water services.

Knowledge type:Descriptive, exploratory & prescriptive

%

Data collected in Paper Il were complemented by further qualitative and
guantitative data collection through additional interviews and dialogue with
key informants from the municipal water utilities company, hydrogeologists
from the Swedish Geological Survey (SGU) and representatives from the
tourist sector on Far6. Municipal and public databases were used for
collecting empirical data on historical water use, tourism development,
climate and groundwater levels. The model was developed using the SD
modelling method, applying a Budyko-based approach for water balance
modelling with limited data (Zhang et al. 2008). It was calibrated to available
historical data and validated using both statistical procedures (calculation of
Theil inequality statistics, testing for bias, unequal variance and unequal
covariance between simulated results and historical data (Sterman 1984))
and non-statistical procedures (including direct and indirect structure tests,
parameter sensitivity tests, extreme condition tests etc. (Barlas 1996;
Schwaninger & Groesser 2016)). To explore a wide outcome space of
plausible futures, multivariate Monte Carlo simulations were conducted in a
series of 1000 simulation experiments where model parameters governing
future climate, housing supply and demand, tourism growth, groundwater
guality and quantity, and per capita water use were randomly varied. The
mean and extremes of the simulated ensemble were compared against those
in two historical reference periods (1961-1990 and 2000-2020) to evaluate
effects on future water availability. Socioeconomic impacts were evaluated
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by comparing the ensemble results to a hypothetical scenario with
unconstrained water supply.
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4.5.3 Paper IV — Dynamic marginal cost curves for assessing water
scarcity mitigation measures

A marginal cost curve (MCC) /
is a decision support tool Paper IV in brief
frequently used for assessing
and ranking the marginal cost
effectiveness of alternative MCC methods.

Type of study: Method development study.

measures, investments and | Main methods: Marginal cost curve calculations

strategies in environmental System dynamics modelling
management and policy design | Knowledge type:Prescriptive
(Kesicki & Strachan 2011;

Purpose: Address limitations of conventional

~

)

Jiang et al. 2020). The method
has been criticised for not accounting for important systemic features in the
assessment: ancillary benefits and costs, systemic complexity, temporal
dynamics, and interaction effects between measures (Kesicki & Ekins 2012;
Huang et al. 2016; Jiang et al. 2020). In Paper IV, a method development
study applying SD modelling was conducted with the aim of addressing these
limitations and exploring new policy insights that a dynamic MCC can
provide to decision makers compared with conventional MCC methods.

Using published data (Sjostrand et al. 2019), complemented by literature
studies, a SD model for marginal cost assessment of four water scarcity
mitigation measures was developed and applied in a semi-hypothetical case
study of a Swedish city. Simulation experiments were conducted for a total
of 15 mitigation mixes. The marginal and average cost for each mitigation
mix were analysed, and MCCs for each mix were derived. Effects on four
ancillary outcome indicators (groundwater withdrawal, service capacity, net
water supply, municipal water price) were also analysed, and the mitigation
mixes were ranked based on their performance for each indicator.
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4.5.4 Paper V — Accuracy or alignment: A conflict in the participatory
modelling process?

Paper V revisited the /
participatory  system

. Paper V in brief
mapping approach

- Type of study: Simulation  experiment and  method
applied in _Papers Il and development study.
I, and in r.lumerOL_JS Purpose: Explore the effects of social dynamics on
other studies In participatory system mapping effectiveness
sustainability transition and guide design of future mapping

research (Stave 2010; interventions.
Stave et al. 2017; Main methods: ABM

Sterling et al. 2019; Knowledge type: Exploratory & prescriptive
Carnohan et al. 2021;

~

/

Coletta et al. 2021). A
desirable result of a participatory modelling intervention is to reach
alignment around an accurate shared model of the causal structure of the
problem at hand, or the system one is trying to understand (Vennix 1999;
Smetschka & Gaube 2020). The method is grounded in the belief that
complex problems can best be understood and addressed through integration
of information and perspectives from a diversity of mental models (Costanza
& Ruth 1998; Videira et al. 2009). Research has shown that by combining
information from a cognitively heterogeneous group of people, the
“collective intelligence” of the group often outperforms even expert
individuals exposed to the same task (Page 2007; Woolley et al. 2010). If
this is the case, it can be used to leverage the decision making process
(Aminpour et al. 2021). However, there is an equally rich base of literature
showing how social dynamics in small groups can amplify pre-existing
mental biases and impact individual perceptions about the world (Bang &
Frith 2017; Becker et al. 2017), leading to herding behaviour (or “group
think™) (Bikhchandani et al. 1992; McCauley 1998; Muchnik et al. 2013).
This often reduces the accuracy, but increases alignment, in the group
(Lorenz et al. 2011; Bang & Frith 2017; Kao et al. 2018).

Based on the above dichotomy, the starting hypothesis in Paper V was
there can be a conflict between accuracy and alignment in participatory
modelling settings. An ABM was developed, drawing from the group model
building (GMB) literature, and well-established theories on social behaviour
in small groups. The system mapping process of a GMB intervention was
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simulated and the participants were represented as autonomous and
interacting agents. Each agent had its own mental model of a hypothetical
real-world system, represented as a unidirectional network with 18 nodes and
23 edges. The mental models of the agents were updated and changed as a
consequence of their social interactions with one another. Just as in a GMB
intervention, the objective of the agents was to combine information from
their different mental models to create an accurate consensus model of the
real-world system. The hypothesis was tested by simulation experiments that
explored the interplay between accuracy and alignment under different group
compositions. The accuracy and alignment of the group were measured as
the Jaccard distance (Jaccard 1912) between the consensus model and the
real-world system, and between the mental models of the agents. The
student’s t-test was used to analyse whether the workshop process improved
the accuracy and alignment of the group, and principal component analysis
(PCA) was used to evaluate the determining factors of these improvements.

4.6 Methods and tools discussed

4.6.1 Qualitative systematic review [Paper I]

To push the research frontier and advance the state of current knowledge,
one must first know where the current frontier lies. This entails
understanding the breadth and depth of current knowledge, as well as its
weaknesses, inconsistencies, gaps or contradictions. To this end, reviewing
existing prior work is an essential part of the research process in academia
(Xiao & Watson 2019). Through the process of reviewing, summarising,
analysing and synthesising the available literature on a topic, it is possible to
test hypotheses, develop new theories and evaluate the validity and quality
of these against predefined criteria (Paré et al. 2015).

In scientific research, a distinction is made between a “scoping review”
and a “systematic review” (Jesson et al. 2011, p. 105). The former is often
conducted in a typical literature review and serves as part of the introduction
and empirical background of empirical research studies. It provides the
theoretical foundation, justifies the study, substantiates the research problem
and/or frame the research question/s, hypotheses and research approach
(Paré et al. 2015). The aim of the scoping review is often to gain a broad
understanding and ‘paint a big picture’ of a field of research. It is conducted
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without a clearly framed research question, and without the requirements of
a systematic, documented, and repeatable process for identifying, selecting,
assessing, synthesising, and analysing the relevant literature.

In contrast to the scoping review, the systematic review is conducted with
tightly defined aims, objectives and research questions (Jesson et al. 2011).
It is often used as an approach to assess whether contemporary knowledge
and practices in a field are based on relevant (sometimes conflicting)
evidence, in order to identify gaps or deficiencies in the current evidence or
practices and thereby guide future research in the area (Munn et al. 2018). A
fundamental feature of the systematic review lies in the requirement for
validity, transparency, and repeatability. Hence, a systematic review should
have a rigorous, transparent, documented, and repeatable process for all steps
of the review process (Figure 11). The process includes formulating the
problem and research question, developing a review protocol (documenting
the search strategy, inclusion and exclusion criteria, a strategy for quality
assurance, methods for analysing results, etc. (Jesson et al. 2011)), a
literature search, screening identified papers for inclusion, quality
assessment, data extraction, analysis and interpretation of results, and
reporting findings. The systematic review must provide a methodological
report, including the review protocol, where the process conducted is
thoroughly documented to ensure transparency and repeatability of results
(Xiao & Watson 2019).
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" Planning

1. Problem formulation

2. Develop review protocol

Iteration Execution

3. Literature search — Title screening | Exclusion,

4. Screen for inclusion— Review abstracts ~ ——Exclusion,

5. Assess quality — Full text review Exclusion

6. Extract data

7. Analyze and synthesize data

Reporting

8. Report findings

Figure 11. Conceptual representation of the systematic review process. Adapted from
Xiao and Watson (2019).

Over the years, several subcategories of reviews have been developed in
different fields and for different purposes. For instance, Grant and Booth
(2009) describe 14 review types that apply different degrees of systematic
approaches. In Paper I, a qualitative systematic review (Grant & Booth 2009;
Paré et al. 2015) was conducted. This is an approach, adhering to a
systematic review process, used to integrate and compare qualitative
research findings by means of narrative synthesis and thematic analysis
(Grant & Booth 2009).

4.6.2 Life cycle assessment (LCA) [Paper I]

LCA is an environmental assessment and planning tool that compiles and
evaluates the environmental impact of a product or production system
throughout its life cycle (ISO 2006; Sala et al. 2016). Two broad types of
LCA exist: attributional LCA (ALCA) and consequential LCA (CLCA).
ALCA is typically used retrospectively for product-level comparative studies
(e.g. to compare the environmental performance of two functionally
equivalent products) and it only accounts for the immediate physical flows
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and direct environmental impacts associated with a product’s life cycle
(Zamagni et al. 2012; Sala et al. 2016). In contrast, CLCA is forward-looking
and is used to assess how the global environmental burden of a system will
change in response to the introduction of a new policy or other disturbances
(e.g. “what would be the environmental impact of policy X?”’). This requires
the system boundary of the CLCA to be expanded to include both direct
consequences to the primary system under study, and indirect consequences
to surrounding systems affected by the change (Yang & Heijungs 2018;
Ekvall 2019). The prospective nature and consequential focus of CLCA
make it the preferred type for policy analysis (Sala et al. 2016; Reale et al.
2017; Yang & Heijungs 2018) and it is the approach focused on in this thesis
and in Paper I.

In practice, LCA consists of four steps. First, the goals, objectives, and
the functional unit of the assessment are defined. The second step is life cycle
inventory (LCI), where the basic principle is to define a boundary between
the product system under study (the ‘technosphere’) and the surrounding
natural and human environment. The flows of material and energy inputs,
and emissions and waste outputs (collectively referred to as elementary
flows) between the product system and the environment are then tracked
through all stages of the studied life cycle. These flows are aggregated and
presented as a “total emissions of substance X and total use of resource Y”
(Hauschild 2005). The third step is the life cycle impact assessment (LCIA),
where the inventory of aggregated elementary flows is translated into
information about the potential environmental impact of the product system.
This is done by mapping the elementary flows in the LCI to relevant
environmental impact categories and then multiplying the flows by substance
specific characterisation factors (CFs) to derive potential environmental
midpoint and endpoint impacts. Results are normalised to common impact
specific units, and the total damage to each impact category is calculated as
the sum of impacts from all elementary flows mapped to that category. This
yields a profile of environmental impact and resource use of the product
system, which is interpreted and evaluated in relation to a reference scenario
in the fourth step of the assessment (Hauschild 2005; Hauschild et al. 2013).

Models are used in both the LCI and LCIA steps in the LCA. In more
basic assessments, the LCI typically makes use of simple process or input-
output (10) models to predict how the elementary flows change in response
to a policy change (Yang & Heijungs 2018). These approaches have been
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criticised for being too simplistic and for relying on unrealistic assumptions
about linearity. For instance, 10 models implicitly assume that an X%
increase in demand for a product will lead to a proportional change in
elementary flows for all levels of demand. This assumption ignores effects
of resource supply constraints and assumes an unsaturable market for all
products and by-products (Yang & Heijungs 2018). Due to these limitations,
more advanced equilibrium-based models are increasingly being used for
LCI modelling, as these allow market mechanisms and nonlinear cause-
effect relationships to be incorporated into the LCI assessment (Yang &
Heijungs 2018). In the LCIA step, model use is embedded in the CFs. These
CFs are derived from substance-specific impact assessment models of the
environmental mechanisms (the impact pathway) linking physical flows of
resources and pollutants with their potential environmental impacts
(Hauschild et al. 2013). In practice, the impact models are typically not
developed as part of the LCA, but regional or global CFs for each elementary
flow are obtained using pre-existing model databases such as ReCiPe
(Goedkoop et al. 2008) or IMPACT2002+ (Jolliet et al. 2003).

In modern LCA software, inventory databases and impact assessment
methods are both built-in features. This significantly simplifies and speeds
up the LCA process, but it also limits the flexibility of the approach and the
possibility to conduct context-specific assessments (Deutsch & Troell 2021).

4.6.3 Case study research [Papers Il & III]

Case study research involves close, in-depth and detailed scientific
investigation of a real-life phenomenon within its specific context (Ridder
2017). It is a particularly useful method in descriptive, explanatory and
exploratory studies (e.g. inquiries about how or why an observed phenomena
occurs), when the studied phenomenon cannot be isolated from its real-world
context and/or when the investigator has limited control over events (Yin
2009). Case studies are frequently used in CHANS research because the
method allows the researcher to closely examine the relationships and
interactions between system components in their natural settings (Herrera et
al. 2018), and because of its usefulness for developing new theory by
collective and comparative case study analysis (Magliocca et al. 2018; Pahl-
Wostl et al. 2021).

A challenge in case study research lies in the richness and extensiveness
of the real-life context compared with that of carefully controlled
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experimental design approaches. In the laboratory it is possible to control for
confounding variables, but when conducting case study research, especially
when studying CHANS, the confounding variables and their interactions are
part of the research interest. Furthermore, there will often be more variables
of interest than data points (Yin 2009). This often calls for use of multiple
sources of evidence, converged through a process of careful and iterative
triangulation (Yin 2009; Crowe et al. 2011; Biggs et al. 2021b), as done in
the case study conducted in Papers Il and I11.

Crowe et al. (2011) describe the case study approach as having four
phases:

Q) Defining the phenomenon of interest

Carefully scoping the phenomenon of interest and formulating relevant
research question(s), informed by existing literature, theory and/or local or
theoretical puzzling issues, are both part of defining the case. This step also
entails defining the spatial, temporal and contextual boundaries of the study
(Crowe et al. 2011). In Papers Il and Ill, the phenomenon of interest was
social-hydrological mechanisms of water supply and demand, and the
endogenous mechanisms of policy resistance, studied from a contemporary
Nordic perspective.

(i) Selecting what case(s) to study

Selecting what case(s) to use depends on the objectives and research
questions of the inquiry. In more intrinsic studies, the objective is to learn
about a unique phenomenon that is distinguished from the norm, or from
what could be expected from existing theory. In these studies, the case(s) is
selected because of its uniqueness, not because it is representative of other
similar cases. Case studies can also be of a more instrumental type where a
“typical” case that is considered representative of the phenomenon is studied
to gain a broader understanding of the issue and complement previous studies
(Crowe et al. 2011). The Faro case in Papers Il and 111 had both instrumental
and intrinsic features. Social-hydrological case studies have been conducted
in other parts of the world and theories of human-water interactions have
been developed for similar cases (see e.g. Penny and Goddard (2018)).
However, the geographical and institutional setting of the study in Papers Il
and 111 (within the Nordic region) makes the case unique and novel. Lastly,
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case study research can also be of a collective and comparative type where
multiple cases are studied and compared to build even broader knowledge
and understanding about the phenomenon, the conditions in which it occurs,
and to test existing, or develop new, theories (Crowe et al. 2011; Pahl-Wostl
et al. 2021).

(iii) Collecting the data

Case study research typically involves collecting data from multiple sources
of evidence, often combining qualitative (e.g. interviews, focus groups,
observations etc.) and quantitative techniques (e.g. questionnaires, statistical
data etc.) as done in Paper Il and Ill. These mixed-method approaches are
common as they allow for a deeper understanding of the phenomenon under
study than any single method could achieve on its own (Crowe et al. 2011).
As all methods have their limitations and biases, combining different data
collection methods that complement one another is an efficient way to
increase the internal validity of the study (Schliiter et al. 2021a).

(iv)  Analysing, interpreting and reporting results

A process of careful and iterative triangulation is often used to analyse the
combination of qualitative and quantitative data obtained in case study
research (e.g. combining quantitative statistical methods with qualitative
methods such as grounded theory, systems mapping or thematic analysis)
(Yin 2009). This process allows the researcher, as exemplified in Papers Il
and 111, to converge towards a common interpretation of the phenomenon
under study. Findings from case studies can be used for testing, challenging,
and strengthening existing theory, and for providing explanations for the
phenomenon in certain circumstances. It can also be used to develop new
theory, and to generalise beyond the studied case (Flyvbjerg 2006; Crowe et
al. 2011).

4.6.4 System dynamics modelling [Papers II, Il & IV]

System dynamics modelling was briefly introduced together with a set of
other modelling approaches in section 4.4.2. This section provides more
historical and philosophical background, and practical details of the method.

The field of SD originated in the early work of Professor W.J. Forrester
at Massachusetts Institute of Technology (MIT) in the 1950s, with the
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cornerstones of the underlying philosophy and methodology presented in
Forrester’s Industrial Dynamics (Forrester 1961), and in the later Principles
of Systems (Forrester 1968) and Urban Dynamics (Forrester 1969). In his
1988 Killian Faculty Award lecture, Forrester described SD as a field of
research dealing with “high order, nonlinear, systems involving the
interactions of people, nature, and technology, based on a feedback structure
viewpoint” (Forrester 1988). SD is extensively drawing data and information
from “the mental models in the world around us, converting those into
computer models so that we come to understand better what those models
imply” (Forrester 1988). Richardson (2009) extended this definition by
describing SD as an approach to build theories, analyse policies, and provide
strategic decision support from an endogenous point of view with the help of
computer simulations. The approach is applicable to dynamic problems
arising in complex systems characterised by interdependencies, delays,
nonlinear behaviour, and material and information feedback (Richardson
2009).

At the heart of the SD approach is the understanding that the dynamic
behaviour of systems arises endogenously from their internal structure
(Sterman 2000). The process of constructing SD models thus involves
identifying and linking the relevant pieces of structure, and using simulation
to study the behaviour it generates (Radzicki 2010). From the SD
perspective, all systems are made up of the same basic set of structural
elements: stocks, flows and chains of causal connections (information links)
forming feedback loops (Richardson 2011). In addition to these key
structural features, SD models typically also include converter variables.
These represent constants, limit factors, or auxiliary operations that detail the
cause-effect relationships between variables in the system.

Stocks are state variables. They represent the accumulation of flows of
material or information over time. This characteristic also makes stocks
responsible for decoupling of flows, for creating delays, and for preserving
system memory. Examples of stocks include the volume of water in a lake,
CO- levels in the atmosphere, the population of a city, the level of national
debt, or an individual’s perceived level of stress.

Flows represent the fluxes of material, resources and information between
stocks in a system. The amount of material or information in a stock can only
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be regulated by changing the rate of its inflows and outflows. Therefore, the
net inflow or outflow of a stock represents its rate of change.

Feedback loops are circular chains of information about the level of
information or material in a system’s stock that operate by affecting its own
flows. Feedback occurs when information about a change in the level of a
stock travels, directly or indirectly, from the stock back to its flow(s), causing
a change in the rate of the flow(s) in a future time step. Feedback loops can
act to either reinforce the original change (termed positive feedback),
resulting in self-reinforcing behaviour, or counteract/dampen it (termed
negative or balancing feedback), giving rise to stabilising or goal-seeking
behaviour.

Mathematically, SD models consist of series of simulated differential or
difference equations (Richardson 2009) that are implemented using a visual,
object-oriented approach in the form of stock-and-flow diagrams (SFD). The
continuous evolution of time in real-world systems is approximated in the
simulation by breaking up time into small incremental time steps (AT). For
each such interval, the net flow of material and information into and out of
the system’s stocks is calculated and added to the level from the previous
time step. The process is repeated throughout the simulation, to approximate
the continuous evolution of the real-world system (Radzicki 2010).

A summary of the key elements in SD models is provided in Table 2 and
Figure 12.
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Table 2. Description of the key elements in system dynamics models

Element Description
Stock variables are the integration of all inflows and outflows.
Stock(t) = ftto(inflow(s) - outflow(s))dt + Stock(t0) (Eq.1)
Stock
[unit] Thus, the change in the level of a stock is equal to its net flows over
the simulated time step.

Stock, = Stock,_, + DT * (inflow — outflow),_, (Eq. 2)

o=
Flow
[unit/time]

Flows represent the flux of material and information in a system, and
they thus govern the change over time in their associated stocks. One
stock can have multiple inflows and outflows, and flows can connect
multiple stocks to represent supply chains, ageing chains or
information cascades.

The clouds represent the system boundaries of the model.

O

Converter

Converters can represent system constants, limiting factors or
auxiliary calculations defined by the modeller to represent the causal
relationships between variables in the system. Converters can also be
used to represent empirical nonlinear relationships between system
variables using graphical functions (lookup tables).

+
—

——

Positive and negative
causal links

Causal relationships between variables are represented by arrows in
the stock-and-flow diagram (SFD). A + or — sign at the arrowhead
indicates the direction of causality.

A positive (+) causal link means that a change in the tail variable
causes the head variable to change in the same direction.

A negative (-) causal link means that a change in the tail variable
causes the head variable to change in the opposite direction.
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Figure 12. Example of a simple system dynamics (SD) model with one stock, two flows
and three feedback loops indicated by curved arrows, with a capital R (reinforcing) or B
(balancing) to indicate their effect. Constants and limit factors are indicated by capital
letters, and graphical functions are denoted by a converter with a “~” sign. Adapted from
Radzicki (2010).

Constructing, testing and evaluating an SD model is a highly iterative
process that has been described in detail by several authors (Forrester 1994;
Sterman 2000; Martinez-Moyano & Richardson 2013). The main steps
involved are:

1. Problem identification and definition. This entails clearly defining
the problem to be addressed, articulating why this is a problem and
to whom, describing the problem in terms of its behaviour over time,
identifying key variables and concepts, and setting the system
boundaries.

2. System conceptualisation. This step involves formulating a dynamic
hypothesis about the system structure responsible for endogenously
generating the problematic behaviour. The dynamic hypothesis is
typically presented in the form of a stock-and-flow diagram, causal
loop diagram, or some other system mapping tool.
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3. Model formulation. In the model formulation step, the conceptual
model from step 2 is translated into a mathematical simulation model
by defining mathematical relationships between variables, defining
decision rules, estimating parameter values, and setting initial
conditions.

4. Model testing and evaluation. Model testing and evaluation is
conducted to evaluate the level of realism and precision of the model,
and to build confidence in the simulation results. This involves an
exhaustive set of model tests, including structure behaviour tests,
behaviour replication tests, extreme condition testing, sensitivity
tests etc. For a detailed description of model testing, see Sterman
(2000).

5. Policy design, test and evaluation. Once it has been developed and
tested, the model can be used to inform design of new policies to
address the problem, and to test and evaluate these through
simulation. This step involves “what if” scenarios where new
scenarios and policies are tested by adding necessary decision rules,
strategies and physical structures to the model structure, and
conducting simulation experiments and running sensitivity tests to
evaluate the results.

The whole process is iterative and frequently involves close collaboration
between the modeller and different stakeholders, problem owners, and
domain experts from the different parts of the system under study (Martinez-
Moyano & Richardson 2013).

4.6.5 The Budyko framework for hydrological modelling [Paper Il1]

A hydrological model simulates changes in water storage and fluxes above
and below ground through the application of water balance equations
(Horton et al. 2022). These equations are derived from the water balance law,
which is essentially based on the law of conservation of mass and states that
the total inflow of water to any system is equal to the outflows plus the
change in storage during a time interval (Sutcliffe 2004). The general water
balance equation can be applied at different scales and takes the form P =
Q + ET + AS, where P is precipitation, Q is runoff, ET is evapotranspiration
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and AS is change in storage. In hydrological studies, it is often represented
by compartment-type models at different levels of aggregation depending on
the purpose of the study (Simonovié¢ 2012) (Figure 13).

Precipitation

Surface Evapotranspiration

flow
Infiltration
[g=InterflowWmm Soil Storage
|
Recharge
Groundwater
le—Interf|owm——
Storage
le=Base flow
A 4

Runoff

Figure 13. Schematic illustration of a simple hydrological compartment-type model.

The Budyko framework (Budyko 1961) is a top-down approach (Sivapalan
et al. 2003) to hydrological modelling based on the concept that catchment
water balance is ultimately controlled by the relationship between water
availability and atmospheric demand. The framework has been extended to
include additional explanatory factors, such as vegetation and land cover
type (Zhang et al. 2001), and it has been applied to study hydrological
dynamics at different temporal and spatial scales (Zhang et al. 2008).

In Budyko-type models, available water (W) (precipitation minus runoff)
is partitioned between evapotranspiration (ET), groundwater recharge
(GWR) and soil storage (SS) based on the notion of supply-demand
competition (Gan et al. 2021). When potential evapotranspiration (PET) is
very large relative to W (very dry conditions), more water is partitioned to
ET and water availability is the limiting factor. In contrast, during very wet
conditions ET will approach PET. This means that all available energy will
be used for evapotranspiration, energy becomes the limiting factor, and
GWR and SS increases (Figure 14 left panel). The shape of the supply-
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demand curve is determined by the physical properties of the catchment,
reflected by a shape parameter, e.g. parameter w as suggested by Fu (1981)
(Figure 14 right panel).

In Paper 111, a Budyko-based approach as described by Zhang et al. (2008)
was adapted to model groundwater dynamics on Faro island. The same
general supply-demand approach as described above was applied to model
the partitioning of precipitation into direct runoff and infiltration, and
partitioning of soil water into groundwater recharge, evapotranspiration, and
soil storage. See Paper Il1 for details.
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4.6.6 Monte Carlo simulations [Paper IlI]

Monte Carlo simulation is a method commonly used to estimate the outcome
of a given uncertain process or event by a procedure of repeated random
sampling. The basic concept is to have a process or, as was the case in Paper
I11, a mathematical model representing the causal structure of a system under
study. The model uses a set of input parameters which are processed through
the mathematical structure of the model to generate a set of outputs (Figure
15). Very often the true values of the input parameters are not known with
complete certainty, or the input parameters may vary stochastically
according to some estimated probability distribution. This causes problems
in analysis of model outputs, as these will depend on the unique combination
of input parameters chosen.

In Paper 111, this problem was solved using Monte Carlo simulations, by
running n repeated simulation experiments where new values were randomly
sampled for all input parameters in each run. The parameter values were
sampled from predefined probability distributions derived from historical
data or expert estimates. Each new set of input parameters generates a set of
outputs that represents one unique outcome scenario. As n increases, the
output sampling distribution converges towards the normal distribution and
this represents an outcome space which can be used in further statistical
analysis (Raychaudhuri 2008).

Repeated random sampling
from parameter distributions

Output sampling distribution

Inputs Model . Output

L

<

S

Figure 15. lllustration of the Monte Carlo simulation process. Parameter values for inputs
a, b and c are repeatedly sampled from their respective probability distributions n times
and simulated through the mathematical model to generate output y. Results from the
simulations are summarised by a frequency plot that converges towards a normal
distribution as n increases, yielding an estimate of y.
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The model developed in Paper 1l contained several parameters where the
true value was highly uncertain, including parameters related to future
climate, housing development, tourism growth etc. Therefore, the Monte
Carlo approach was used to explore an ensemble of plausible futures, and to
inform decision makers about the bounds within which future policies should
be designed to operate (Bankes 1993).

4.6.7 Marginal cost curve (MCC) [Paper V]

A marginal cost curve (MCC) is a decision support tool used for assessing
and ranking the cost-effectiveness of alternative investments, options or
strategies in environmental management and policy design (Kesicki &
Strachan 2011; Jiang et al. 2020). The MCC is presented as a graph that
specifies the potential of a measure (or combination of measures) on the
horizontal axis, and the marginal costs associated with the measure(s) on the
vertical axis (Kesicki 2011) (see Figure 16). Generally speaking, there are
two types of MCC: expert-based and model-based (Kesicki & Ekins 2012;
Levihn et al. 2014).

Expert-based MCC are derived from expert estimates of the potential and
costs of discrete measures, which are ranked from lowest to highest marginal
cost. The total cost of a measure, or a combination of measures, required to
reach the predefined reduction target (e.g. for greenhouse emissions
abatement), savings target (e.g. for energy efficiency improvements) or
mitigation target (e.g. for water scarcity mitigation) is calculated as the
integral of the area under the curve (Kesicki & Ekins 2012). Model-based
MCC, on the other hand, use formal models to derive the relationship
between potential and marginal cost of a measure. Broadly speaking, either
top-down (economy-oriented) or bottom-up (engineering-oriented) models
are used (Kesicki 2011). The most common top-down models are computed
general equilibrium (CGE) with a market-oriented focus, and linear
programming models with a microeconomics focus (Huang et al. 2016). In
bottom-up modelling, marginal costs are derived from engineering-based
simulation or optimisation models (Kesicki 2011). In both top-down and
bottom-up approaches, the MCC is derived by running the model using
varying strict limit functions and calculating the corresponding costs. For
instance, the marginal costs for emissions reduction can be derived from
repeated simulations with increasingly strict emissions limits (alternatively,
the model can be run with different emissions prices to derive the resulting
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emissions levels). The emissions-cost pairs are then plotted to form the MCC
curve (Kesicki 2011; Du et al. 2015).

Marginal cost
(SEK/unit potential)

A
Measure C m

Measure B

Cost per unit potential
Measure A r of measure /

l

=pTotal potential

Potential of
measure |
A J
| . JU . J
Measures with a net Measures with a net
negative cost positive cost

Marginal cost
(SEK/unit potential)

r 3

»Total potential

Figure 16. Simple example of (upper panel) an expert-based marginal cost curve (MCC)
and (lower panel) a model-based MCC. Diagrams adapted from Sjdstrand (2020) and
Kesicki (2011).

Expert-based and model-based MCCs both have their unique strengths and
weaknesses. For instance, the expert-based approach is conceptually simple
to execute and interpret, and by tapping into the knowledge of local experts
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one can incorporate considerable level context- and technology-specific
detail into the assessment (Kesicki 2011). A disadvantage of using expert
estimates is that the underlying mechanisms and assumptions behind the
estimates may be unclear for external users and non-experts. Further, the
approach is unable to capture interaction effects between measures and it
does not provide any information to the decision maker about how the
intended effects of the measures are distributed over the assessment time
horizon (Kesicki 2011; Jiang et al. 2020).

Among the model-based approaches, top-down models derive the MCC
from a whole-economy, highly aggregated perspective, whereas bottom-up
models are typically sector-specific with a high level of technical detail
(Kesicki 2011; Du et al. 2015). This makes top-down models better for
studying the macroeconomic effects and feedbacks of measures or policies,
whereas bottom-up models are better for assessing sector-specific effects of
interventions, but they cannot capture economic interactions with
surrounding systems (Kesicki 2011; Du et al. 2015).

Paper IV describes four overarching limitations of conventional MCC
approaches that limit the utility of the method as a tool for policy, planning
and management. It also presents a SD-based approach for MCC calculations
and assesses the capacity of that approach to address the main limitations of
MCC.

4.6.8 Agent-based modelling (ABM) [Paper V]

Agent-based modelling is a relatively young modelling approach with its
roots in the theory of CAS (Arthur et al. 2015), emerging in the 1970s in the
fields of complexity science, economics, social sciences and computer
science (Hare & Deadman 2004). An ABM is a computer program that
consists of a group of autonomous! agents (often individuals, e.g. humans or
organisms, but also organisations, countries or even physical objects) that
interact with one another and the environment over time. In each time step
of the simulation, the agents are programmed to take actions based on (i)
their internal state(s), (ii) interactions with other agents, and (iii) changes in
their environment. The decisions and actions an agent decides to take are
determined by a set of pre-programmed behaviour rules (Schliiter et al.
2021b). These rules are often in the form of if-then-else functions or decision

tAutonomous means that the behaviour of the agents is not centrally controlled.
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trees (Schldter et al. 2019c). For example, if the state variable “energy level”
drops below “desired energy level”, this will trigger the action “eat”. The
actions taken by the agents can modify their internal states and thereby
change their behaviour in subsequent time steps. For example, if the action
“eat” is taken at time 1, this will increase the energy level of the agent to
match its “desired energy level” and change the behaviour from eating to not
eating at time 2. This feature allows the agents to adapt to changes in context,
which is a defining feature, and often a feature of great interest, when
studying CAS (Schliiter et al. 2021b). A schematic illustration of the
structure of ABM models is provided in Figure 17.

Agents directly and indirectly
interacting in space and time

Agent behaviour Environment

Internal state

State A

|

State B

| |

StateC

State D

<

IF C|x
THEN D
ELSE A
t
Simple microlevel processes Complex macrolevel behaviour

Figure 17. Agents interact directly and indirectly with each other and with the
environment. Transitions between internal states are governed by simple rules at the
micro level, but give rise to complex patterns and behaviours at the macro level. Diagram
adapted from (Borshchev & Filippov 2004).

Agent-based modelling allows for exploration and explanation of how
micro-level interactions of multiple agents can give rise to counter-intuitive,
and highly complex, macro-level dynamics. Studies have shown that even
with a surprisingly small number of simple behavioural rules, ABM can
produce macro-level phenomena with a high level of realism (see e.g.
Reynolds (1987) for a simulation of the flocking behaviour of birds and

93



Schelling (1971) for the endogenous drivers of segregation). Paper V
leveraged this potential to explore how micro-level social interactions
between agents in a GMB setting influence the outcomes of accuracy and
alignment at the macro-level.

94



5. Summary of results and discussion

In this chapter, the main results of the thesis are presented and discussed in
relation to the overall aim and research questions addressed.

5.1 Defining the problem: Limitations of contemporary
tools for managing CHANS

RQ 1: How are CHANS represented in contemporary methods for
assessment, management, and planning of human activities, and what is
required from methods to support sustainable management of these systems?

Tools aiming to support management, policy design and planning in CHANS
must account for their complex causality and constantly evolving nature. The
work in Papers | and 1V explored the extent to which contemporary decision
support tools (LCA and MCC) can cope with this challenge. However, both
of these are tools under constant development and, since the publication of
Paper I, research on life cycle-based methods has evolved (as indeed have
my personal experience and understanding of CHANS). Thus, in the
following section the main findings from Paper | and 1V are presented and
expanded upon, with the discussion grounded in the contemporary literature
and the requirements of CHANS methods described in Chapter 4.

Treatment of structure

System structure refers to the causal relationships and mechanisms linking
system components and giving rise to observable phenomena and dynamic
behaviour (Sterman 2000; Gerring 2008). Because CHANS consist of
integrated human and natural components, the structure of these systems
entails both physical relationships and first principles, as well as social,
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economic and human-behavioural mechanisms and, crucially, the
interactions between these. Both LCA and MCC are biased in terms of which
of these structures they include when assessing the consequences of an
introduced change. First, the LCI step of a standard LCA has a purely
technological focus. It isolates the technological subsystem from its wider
social and ecological context, and it assumes that the elementary flows in
and out of the technological subsystem will respond linearly to the
hypothetical change (Yang & Heijungs 2018; Pizzol et al. 2021). This
approach ignores the economic, behavioural and environmental
mechanisms, driven by interactions with surrounding subsystems, that may
influence elementary flows. These could be physical, economic or
behavioural demand- and supply-side constraints (Gutowski 2018; Yang &
Heijungs 2018; Hicks 2022), economies or diseconomies of scale (Yang &
Heijungs 2018), or learning curves and tipping points (Pizzol et al. 2021;
Rovelli et al. 2021).

In more advanced LCAs, partial or general equilibrium models are used
in the LCI step to account for how market mechanisms influence supply and
demand for products and by-products (Yang & Heijungs 2018). Even though
this adds more economic theory to the assessment, and it enables certain non-
linear features to be accounted for, these models rest on profoundly
unrealistic neoclassical assumptions about human behaviour, and they lack
important structural features necessary to assess the consequences of system
change (Gutowski 2018; Yang & Heijungs 2018; Hicks 2022). To start with,
neoclassical equilibrium models assume that individuals are completely
rational, companies always maximise their utility, markets are perfectly
efficient and all actors have access to perfect information at all times. These
are all assumptions that have been repeatedly proven not to be representative
of how the real world operates (Thaler & Ganser 2015; van der Werf et al.
2020). In reality, people do not behave like the Econs of neoclassical
economics. They interact with their social, ecological and technical
environment, and make boundedly rational decisions based on partial
information and their goals, attitudes and beliefs (Simon 1957; Thaler &
Ganser 2015; Hicks 2022). Human behaviour is potentially even more
relevant to evaluate the consequences of a policy than the technologies the
policy entails, and ignoring these features of the system has repeatedly been
shown to lead to perverse outcomes (Dahmus 2014). Therefore, Gutowski
(2018) argues that people, and not the products or the technology, should be
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at the centre of policy assessments. Unfortunately, realistic representations
of the mechanisms driving human behaviour remain largely lacking from the
LCA and MCC literature.

In Paper I, the focus was primarily on the impact assessment step of LCA,
i.e. the step that translates elementary flows into potential environmental
impacts. From this analysis, the following additional structural limitations of
the conventional LCA approach were identified:

e The impact models used to translate elementary flows into
environmental impacts are often highly simplified and not
contextualised to the place and context of the study.

e Many important local and regional impact categories are under-
represented in environmental assessments because they lack reliable
impact models.

e Many biophysical and ecological functions and services are the
result of interactions between environmental and ecological
processes belonging to different impact categories in the LCA
framework. However, because interaction effects between impact
categories are not accounted for in LCIA, synergistic effects
between environmental impacts are not included in the assessment.

Treatment of time

Both LCA and MCC are static, flow-and-accounting tools relying on the
non-temporal type of models presented in section 4.4.2. Both tools assess the
consequences of a shock introduced to a system by comparing alternative
stable states that the system may take with or without the introduced change.
In LCA, the changes in elementary flows caused by the shock are aggregated
and translated to environmental impacts for a single point in time
representative of one such static state. In MCC, the corresponding
aggregation is made for all costs, benefits and utility produced, over the time
horizon of the assessment. The consequences of the introduced shock are
then assessed by comparing the original stable state (no shock) with the
alternative stable state (with shock).

e Because time is not accounted for, neither LCA nor MCC provides
any information about the transition path that the system takes to go
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from one stable state to the other, how long the transition would take,
or even if whether is at all possible for the system to transition freely
from one state to the other.

¢ In environmental management and planning, ignoring the transition
pathway limits the usefulness of the assessment, as the timing and
temporal distribution of environmental stressors can strongly
influence the impacts on the receiving system. For instance,
temporal variations in pollution load may influence the damage
caused by polluting activities.

e Similarly, in economic assessments, knowing how the costs and
benefits of a policy are distributed over time is as important as the
predicted endpoint (Anderson & Cavendish 2001). For instance, if
the objective of a policy is water scarcity mitigation, then selecting
a mitigation strategy that adds new water to the system early in time
can be of greater value than choosing the most cost-effective
strategy.

Treatment of feedback

Feedback can occur at the local level (e.g. within one subsystem) and, as is
significant for CHANS, at the global level (e.g. between human and natural
subsystems). As discussed above under “Treatment of structure”, both LCA
and MCC are typically biased towards only representing the technological
subsystem of CHANS in some detail. The human subsystem is often
completely ignored in the representation and the natural environment is
treated as an exogenous source and sink from which resources are extracted
and pollutants are expelled. Thus, the path of cause and effect is
unidirectional: from the introduced change, through the technical system, to
the environment.

e As concluded in Paper | and discussed above, interaction effects
between environmental impact categories in LCA are not accounted
for, and thus many environmental dynamics are ignored.

e Because there is no feedback from the damage imposed on the
environmental subsystem back to the human subsystem (i.e. from
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the LCIA back to the LCI), it is questionable whether the true
consequences of a studied change can ever be assessed.

o Asillustrated in Paper 1V, accounting for feedback effects can have
a significant impact on the assessment. Thus, ignoring local and
global feedback can severely limit the reliability of both LCA and
MCC results, and thus reduce the usefulness of these tools for
guiding policy and management in CHANS.

5.2 Engage with the system: Dynamics of water supply
and demand in coupled human-water systems — past,
present and future.

In-depth case studies exploring the systemic drivers of water supply and
demand on Far6 island, Sweden, were conducted (Paper I1) and the results
were used to assess how future climate may impact water availability and
socioeconomic development in the region (Paper III).

5.2.1 Understanding past and present social-hydrological drivers of
water supply and demand

RQ 2: What processes govern the dynamics of drinking water supply and
demand in coupled human-water systems?

In Paper Il, a qualitative SD model was developed to identify the socio-
hydrological drivers of water supply and demand and assess why historical
policies to mitigate water scarcity had been ineffective. Through
triangulation and integration of multidisciplinary local and expert
knowledge, empirical data and secondary data, a CLD illustrating how water
is an interconnecting link between the housing, tourist and municipal sectors
was constructed. Through close coupling, decisions in one of these sectors
have cascading effects on other parts of the system. The full CLD is
presented in Figure 18. For detailed variable definitions and feedback loop
descriptions, see Paper II.
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Figure 18. Causal loop diagram developed in Paper Il. Causal links with double dashed
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permission from Nicolaidis Lindqvist et al. (2021).

The main insights from Paper Il were:

e Historical policies to mitigate water scarcity on Far6 have primarily
been oriented towards increasing supply by inter-basin water
transport. This reduces water scarcity in the short term, but creates a
gap between consumer-perceived state of water resources and the
actual state.
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e When water is perceived as more plentiful, incentives for water use
efficiency erode and water-demanding capital investments continue
(e.g. more hotels are built and the housing stock is improved). This
is known as a supply-demand cycle, a form of rebound effect (Alcott
2005), and has also been documented in previous studies (Kallis
2010; Scarrow 2014).

e Water-consuming capital investments have a long lifetime, and new
investments are often made with the expectation that the level of
water availability at the time of the investment will remain stable in
the future. It is therefore very challenging to phase out unsustainable
supply-oriented policies once capital investments have been made.
Thus, short-term solutions to the water scarcity problem contribute
to systemic lock-in effects and unsustainable consumption (Unruh
2000; Truong et al. 2022).

The above insights were summarised into a condensed and generalised CLD
consisting of two balancing and one reinforcing feedback loops (Figure 19).
A supply-demand gap occurs when water demand exceeds local supply. The
gap can be closed by either reducing demand (the lower balancing loop) or
increasing supply (the upper balancing loop). In a well-functioning system,
the lower loop dominates and demand self-adjusts to the local carrying
capacity of the system. However, if supply-targeting policies are
emphasised, the upper balancing loop may dominate and the gap is closed
by increased exogenous supply. This erodes efficiency incentives and
attracts further investments in long-lived water-demanding capital (the lock-
in effect), creating a reinforcing feedback loop that drives escalating water
demand (the supply-demand cycle).
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Figure 19. The three high-level feedback loops governing drinking water supply and
demand in the human-water system studied in Paper II.

The problem structure illustrated in Figure 19 is not unique to the Faro case,
or even to the water resources management domain. Moallemi et al. (2022)
refer to this generic causal structure as the “band-aid solution” archetype,
where relatively easy interventions that lead to immediate but temporary
improvements (e.g. meeting scarcity by increasing exogenous water
supplies) have the unintended side-effect of diminishing the perceived need,
and undermining the incentives, for more fundamental changes (e.g.
reducing total water demand).

This example illustrates the important role that information flows play in
determining the consequences of management actions and overall system
performance. Increasing exogenous supply of water effectively weakens the
information feedback between the true and perceived state of the system,
causing unintended side-effects of otherwise well-intentioned policies.
Understanding how information flows through the system, and the feedback
processes it may trigger, is key for effective management and policy design.
However, ignoring the flow of information is one of the most common causes
of system malfunction (Meadows 2009). Therefore, any attempt to model
(conceptually or formally) the effects of policy and management actions
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must not aim to represent the system as it “should” work, i.e. in an idealised
clockwork fashion where agents act with perfect and immediate access to
information. Rather, the system should be modelled as it actually works,
where information spreads slowly and actors make boundedly (sometimes)
rational decisions based on the information they have at the moment
(Sterman 2000).

5.2.2 Exploring future social-hydrological impacts of climate change

RQ 3: How will climate change influence drinking water supply, and what
dynamic effects may this have on socioeconomic development, and
subsequent water demand, in coupled human-water systems?

The results from Paper 1l were primarily of a descriptive and explanatory
nature, i.e. the study revealed the structure of the coupled human-water
system on Faré and provided a theory on the drivers of the historical
trajectory of the system (Biggs et al. 2021b). Paper Ill was more forward-
looking and exploratory. It drew on the results in Paper Il to assess how
future climate may influence water supply, and what dynamic effects this
may have on the hydrology and socioeconomic development on the island.
A SD simulation model was constructed, consisting of six interconnected
submodules to simulate future climate, groundwater levels, groundwater
quality, municipal and private water supply, the housing and tourist sectors,
municipal water transport, and water use restrictions. A schematic
representation of the different submodules, information exchanges and the
main computations performed in each module is provided in Figure 20. A
detailed description of the model can be found in appendix A in Paper IlI.
The model was calibrated to the period 2000-2020 and Monte Carlo
simulations, fed with data from regional climate scenarios (RCP2.5 and
RCP8.5) provided by SMHI (Asp et al. 2015), were conducted to explore the
likely outcome space for the system in the period 2020-2050.
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The main findings from Paper I11 were:

e Groundwater levels on Faro have been historically low in the past 20
years. In the simulated future climate scenarios groundwater storage
remained critically low, and in 60-70% of the simulations the
groundwater head fell to levels beyond the most extreme year
experienced since the 1960s (Figure 21). This will cause seasonal
water scarcity to become more frequent and widespread and it is
likely to increase the risk of saltwater intrusion into groundwater
wells.

e Limited access to water of sufficient quality and quantity is expected
to constrain housing construction on Far6 by up to 11%, and
expansion of the tourist sector by up to 30%, compared with an
unconstrained scenario.

e If no changes are made to the current municipal water management
strategy, Monte Carlo simulations suggested that the need for
supplementary inter-basin water transport will increase by on
average about 25% compared with current levels by 2050.

e Worryingly, available local municipal water supplies were
insufficient to meet demand across all simulated scenarios. In other
words, even in the most optimistic of future scenarios the island will
still require supplementary water transport to meet demand in the
summer months. To become water self-sufficient, fundamental
improvements in water-use efficiency and diversification of water
supply solutions are needed.
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Municipal aquifer groundwater level
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Figure 21. Simulated groundwater level in (A) municipal and (B) private aquifers on
Faro. Blue lines are mean groundwater levels of the simulated ensemble, shaded areas
represent the 95% confidence intervals, and the yellow and grey bands indicate the
normal groundwater range (mean level +/- two standard deviations) for reference period
P1 (1961-1990) and P2 (2000-2020), respectively. Reproduced with permission from
Nicolaidis Lindqvist et al. (2022).

To my knowledge, Paper Il is the first study to explore local impacts of
future climate using an integrated social and hydrological model in Sweden,
and possibly in Scandinavia. The lack of local assessments for this region is
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understandable for two reasons. First, water has hitherto been a plentiful
resource in Sweden, a country with greater freshwater availability per capita
than many other countries in Europe (Eurostat 2022). Thus, water scarcity
has not been a prioritised issue. Second, downscaling global climate model
projections to the subregional scale remains a substantial challenge, and the
uncertainties associated with such predictions are substantial (Oreskes et al.
2010). Nevertheless, with changing weather patterns and growing
abstraction rates, shifts in both global and local hydrological cycles are
becoming increasingly evident (Schewe et al. 2014; Falkenmark et al. 2019;
Wu et al. 2020). These changes are expected to cause seasonal water
shortages to become more common also in formerly water-abundant regions
(Asp et al. 2015; Ahopelto et al. 2019). Thus, navigating the local social and
hydrological drivers and impacts of water scarcity is becoming increasingly
crucial for effective water management (United Nations 2018). Because of
the uncertainty regarding future climate (Deser 2020), and the frequent lack
of detailed hydrological and water use data (Tegegne et al. 2017), predictive
projections of future scenarios are rarely possible (or even appropriate)
(Bankes 1993). Instead, the approach presented in Paper Il and Paper 1ll, i.e.
using participatory approaches to engage with the system, collaborating with
local academic and non-academic experts, and exploring an ensemble of
possible futures, is preferable. This approach can facilitate the design of
policies, strategies and solutions that are rooted in the local context and
perform satisfactorily under a wide range of circumstances (Bankes 1993;
Malekpour et al. 2016; de Vos et al. 2021).

5.3 Designing solutions: decision-support adapted to
CHANS

RQ 4: How can analytical methods be improved to better support policy,
planning and management of CHANS?

As mentioned earlier in this thesis, policy and management is inherently
about understanding and solving problems. In the field of CHANS these are
often system-level problems, emerging from constant dynamic interactions
between social, economic and technical processes in the human subsystem,
and physical and ecological processes in the natural subsystem (Biggs et al.
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2021a). Successful management of these problems cannot be achieved by
studying the constituent subsystems and processes in static isolation. Instead
it requires holistic methods focused on how system components behave and
interact dynamically over time (Liu et al. 2008). In the decision-making
process, this requires new and adapted tools for assessment and evaluation.
Paper IV showed the value of adapting conventional static type analyses to
incorporate more of the causal structure of the system under study and using
dynamic simulations to evaluate policy interventions (Figure 22). Key
findings were:
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Compared with using conventional approaches, applying a system
dynamics-based approach to derive the MCC can bring new policy
insights, reveal unintended consequences of decisions, and more
effectively exhibit the ancillary benefits and costs of different
measures.

Using system dynamics-based simulation models to derive the MCC
gives valuable insights about when in time the costs and benefits of
different actions occur.

Complementing the formal simulation model with a CLD, or other
visualisation tool, can make the underlying logic and structural
assumptions of the model more accessible to non-modellers, making
the decision-making process more transparent.

Overall, this can support more informed decisions, as the underlying
model accounts for more defining features of CHANS than
conventional approaches typically do.
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Another insight from the work conducted in this thesis is that, given that
knowledge and understanding of CHANS will always be partial and context-
dependent (Preiser et al. 2021), finding an optimised solution to these
problems is rarely possible.

The necessity of accounting for system structure to effectively manage
CHANS, and the fact that much of this structure is context-dependent and at
least partly unobservable, creates a dilemma. In section 5.2, it was shown
that tapping into a diversity of knowledge sources and perspectives to
understand system structure, e.g. by involving stakeholders in participatory
modelling approaches, is a promising way to address this dilemma.
Participatory modelling approaches to create formal representations and to
guide decision making of a complex reality have been frequently used in
environmental and social system management (Stave 2010; Voinov et al.
2018; Aminpour et al. 2021). However, how information is collected from
the participants, the composition of the group, their personal attributes and
their social interactions during the process, can influence both the accuracy
of the model produced (Woolley et al. 2010), and the extent to which the
group members align around a shared system understanding (Bang & Frith
2017; Becker et al. 2017). These aspects are still largely unexplored in the
participatory modelling literature, even though system conceptualisation is a
key step in any modelling activity (Jakeman et al. 2006; Martinez-Moyano
& Richardson 2013) and has major implications for the modelling outcomes
(Luna-Reyes 2003).

Paper V examined these effects using simulation experiments, replicating
the system mapping step of a GMB intervention. The aim was to explore the
determinants of model accuracy and group alignment in a participatory
system mapping setting, and then derive guiding “rules of thumb” to support
the design of future interventions. The main conclusions from Paper V were:

e The composition of the group can have a strong impact on GMB
outcomes. The system map produced through the simulated GMB
process in Paper V was more accurate than the mental model of the
average group member in ~67% of cases. However, in the remaining
~33% of cases, there was either no significant difference in accuracy
or the model produced by the group was less accurate than that of
the average member (see Figure 23).
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Alignment increased significantly in all simulation experiments
(Figure 23). The increase was greatest in groups where the members
had a high level of social status, as this facilitated convergence
towards a shared mental model of the system under study.

Social status (a proxy for perceived personal credibility and
persuading power) was a strong determinant of group alignment, and
initial mental model accuracy was a strong determinant of group
accuracy.

To improve the chances of a desired outcome (high accuracy and
high alignment), selecting a group with intelligent individuals and a
moderate level of social status when designing GMB workshops is
recommended (but hard to control for).

To reduce the risk of an outcome with high alignment around an
inaccurate model, controlling, or at least moderating, the influence
of socially dominant individuals in the GMB process is advisable.
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Figure 23. Plots for simulation experiments showing the level of accuracy and alignment
at the end of the simulation. Each plot represents a batch of 30 repeated simulations with
a given level of initial accuracy (TEmean) and mean social status (SpMean) of the group.
Initial accuracy decreases from the top down, and social status increases from left to
right. Black diamonds indicate the initial accuracy and alignment of the group at the start
of the workshop. Reproduced from Paper V.
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6. Concluding discussion and contributions
to society

Through the work described in this thesis, the aims were to: (i) contribute to
knowledge on the patterns and processes that govern the dynamics of
CHANS, focusing in particular on coupled human-water systems, in order to
support more effective policy and management; (ii) improve understanding
of how climate and social change interact to influence future water supply
and demand; and (iii) assess and develop analytical tools and methods to
support future policy, planning and management of human activities in these
systems.

6.1 Rethinking CHANS and how to model CHANS

No universal theory of CHANS, or blueprint for how to successfully and
sustainably manage them, is presented in this thesis. However, the results
provide some insights into the anatomy of these systems and indicate that
one reason why previous policies and management strategies for CHANS
have often failed is because they have been based on inaccurate models.

The dynamics in CHANS are driven by both observable and unobservable
exchanges of energy, matter and information between and within the social,
economic, technical, environmental and ecological processes in the human
and natural subsystems. These interactions form feedback loops that give rise
to complex, and often counter-intuitive, patterns and non-equilibrium
behaviours, making it difficult to distinguish cause from effect. These
behaviours are emergent properties of CHANS and thus they cannot be
isolated and studied by reductionist approaches.

Any policy or management intervention imposed on CHANS will
influence not only the observable features of the system (e.g. the physical
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infrastructure or material flows), but also the unobservable features (e.g.
human perceptions, ambitions and information exchanges). This will trigger
the endogenous dynamics embedded in the causal structure of the system.
Thus, any tool or method intended for understanding and managing CHANS
should aim to incorporate both observable and unobservable system
structure, study the system over time, and acknowledge the important role
that human-nature feedbacks play in shaping the effects of policy
interventions.

Unfortunately, most contemporary tools and methods used to support
policy and management in CHANS (e.g. LCA and MCC as assessed in this
work) are not adapted to these requirements. First, the tools are based on
predominantly linear and static models but are applied to nonlinear and
highly dynamic systems. They provide snapshots of the precise quantitative
relations between system variables at a given point in time, but they ignore
how these relations will evolve over time. Second, they are biased towards
accounting primarily for the observable technical and physical parts of
system structure, while they tend to ignore unobservable features such as
information flows, temporal delays and feedbacks between humans and the
natural environment. Third, they are rooted in a neo-classical world view
where systems exhibit equilibrium properties — an implicit assumption that
does not hold in real-world, constantly evolving, complex systems (Costanza
etal. 1993). In order to fit CHANS into an equilibrium frame, feedback loops
are cut, or simply ignored, in the models used in conventional assessment
and planning tools. This reduces the dynamic complexity of the model and
facilitates identification of closed-end “solutions”, but it also reduces model
realism, and hence model utility for assessing and designing new
management or policy interventions is substantially reduced (Costanza et al.
1993; Anderson & Cavendish 2001).

Identification of simple explanations to complex problems is often
promoted in both research and practice (Edmonds & Moss 2004; Edmonds
2007). However, oversimplified representations of complex systems tend to
favour quick fixes, simple and universal solutions, or panaceas that
unfortunately often fail (Ostrom 2007; Axelrod & Cohen 2008). The reliance
on inaccurate models is suggested as a major reason why previous
environmental and social policies have not delivered as expected (Meadows
2009; Levin et al. 2012; Laitos & Okulski 2017). The work in this thesis was
an attempt to support a shift from the use of linear, reductionist, and static
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models of CHANS towards more realistic representations that encapsulate
more of the true complexity. The need for such a transition has been
highlighted in recent research (Kramer et al. 2017; Laitos & Okulski 2017;
Preiser et al. 2021; Reyers et al. 2022). This does not mean that every
possible detail of the system must be incorporated for a model to be useful
for policy and management purposes. Abstractions and simplifications must
still be made, but one may need to be more selective in how the famous
Occam’s razor is applied. After all, if the real-world structures that drive
system change are omitted from models, the simulation results cannot be
expected to realistically represent the effects of policy or management
changes.

6.2 A canary in the mine

In management of human-water systems, the limitations of conventional
approaches are evidenced in the failure of well-founded policies to achieve
their intended goals. Historically, measures to mitigate water scarcity have
been dominated by supply-side interventions. To meet growing demand,
local extraction rates are often pushed to their limits, followed by increasing
reliance on engineering-type solutions that redistribute water in time and
space (Allan 2005). Large-scale water reservoirs for surface water storage
and inter-basin water transfer projects for water relocation are examples of
supply-side policies commonly used to cope with drought and water
shortages. However, when implemented in isolation, these interventions
often have the unintended side-effects of weakening the incentives for more
fundamental changes (e.g. reducing total water demand) and increasing long-
term water consumption (Mirchi et al. 2012; Di Baldassarre et al. 2018).
When occurring in tandem with systemic lock-in effects (Markolf et al.
2018), the water scarcity trap becomes pervasive and makes adaptation to
changing hydrological conditions increasingly difficult and costly due to
historical long-lived capital investments.

The “band-aid solution” and “lock-in” problems are just two examples of
recurring causal structure system archetypes (Senge et al. 1990), causing
unanticipated and problematic behaviours in human-water systems (Mirchi
et al. 2012; Bano et al. 2022) and CHANS in general (Moallemi et al. 2022).
They highlight the co-evolutionary nature of the social and hydrological
sides of coupled human and water systems (Kallis 2010) and show how
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ignoring the feedback effects that drive this evolution in management and
policy design can have severe unintended consequences.

From a climate adaptation perspective, the findings from Faro are highly
relevant for other Swedish regions, and for regions elsewhere. With the
large-scale changes in global and regional weather patterns already occurring
as an effect of climate change (Taylor et al. 2013; Falkenmark et al. 2019),
water availability can no longer be taken for granted (Milly et al. 2008). The
temporal and spatial distribution of water is already changing in Sweden and
other countries (Sjokvist et al. 2015; Wu et al. 2020) and this will most likely
force changes in the management and allocation of water resources. Hence
Faro could well be the canary in the mine warning that fundamental change
is needed. Management decisions in regions facing unfamiliar water
shortages could be guided by the structural insights from Faré and similar
studies to mitigate escalating water scarcity. Introducing demand-side
measures prior to expanding supplies, improving alignment of public
perceptions with the actual state of water resources, and designing
infrastructure investments so that the risk of lock-in effects are minimised,
could be the way to proceed. However, more local-to-regional social-
hydrological case studies will most likely also be needed to guide these
actions and to avoid false panacea-type solutions.

6.3 Aligning at the intersection of independent lies

To support effective policy and management in CHANS, the tools and
methods used to inform decisions must account for the structural drivers of
system behaviour and be adapted to context, and users must acknowledge
that observable and unobservable feedbacks mean that optimised solutions
are rarely attainable. The underlying models of these tools (formal or
informal) must aim to represent these systems not as they “should” work in
an idealised reality, but as they really work. If only the observable physical
and technical parts of the system are modelled, while ignoring unobservable
features of system structure, the drivers of system change can never be
understood.

As exemplified in this thesis, transdisciplinary qualitative and
guantitative system dynamics-based approaches can be a valuable
complement to conventional static and equilibrium-based approaches in this
regard. These approaches require an exploratory mindset, incorporating
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information and knowledge from a wide variety of sources, perspectives and
mental models. This can facilitate the necessary transition from treating
complex CHANS as consisting of independent elements with stable steady-
states to viewing them as integrated and dynamic structures where the
outcomes of interventions are fluid, shaped by the context and the constant
interplay between co-evolving subsystems. Triangulating between different
mental models, perspectives and information sources can be very effective
in building representations of the dynamic relationships between the social,
environmental and technological dimensions of CHANS. Participatory
modelling is one such approach that can add richness to the understanding of
reality and help tap into the collective intelligence of cognitively diverse
actors who are all part of the system to be managed (Page 2007; Aminpour
et al. 2021). However, participatory approaches also have their challenges,
e.g. social dynamics, psychological biases and power relations may
(consciously or unconsciously) influence the information expressed in group
discussions and, crucially, what remains left unsaid (Lorenz et al. 2011;
Bang & Frith 2017). This will influence the accuracy of the model, the
mental models of the participants and ultimately the management actions
chosen. In the best case, participatory modelling can support accurate
analysis and lead to alignment around high-leverage, transformative policies.
In the worst case, participatory model building can lead to unintended
alignment around a representation of reality that is in fact inaccurate,
resulting in ineffective and counterproductive policy decisions.

Large gaps still exist in our understanding of the dichotomy between
accuracy and alignment in participatory modelling settings. The work in this
thesis merely scratched the surface, but the findings indicate that the social
dynamics at play during these interventions can strongly influence the model
produced. Therefore, the design choices made when building models with
others need to be carefully evaluated. On the one hand, one must accept that
no-one can fully understand the structure and behaviour of complex systems
but that the truth sits somewhere “at the intersection of independent lies”
(Levins 1966, p. 423), so all perspectives need to be acknowledged. On the
other hand, the participatory modelling process itself is dynamic and
participants consciously or unconsciously influence one another through
their interactions. The challenge lies in mitigating social influence effects
that lead to inaccurate models without losing the leverage achieved by mental
model alignment around a shared understanding of the problem. Tuning
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down social status of the participants is one possible solution (Paper V), but
there are many more determinants and factors of social influence (Dechéne
et al. 2010; Lorenz et al. 2011; Becker et al. 2017). These need to be studied
to further improve the design of participatory approaches to modelling and
research more broadly.

6.4 From panaceas to middle-range theories

If we succeed in embracing the complexity of CHANS in our attempts to
model and manage them, and if we engage repeatedly with CHANS in
different contexts, and study them from different perspectives and through
different disciplinary lenses, this may bring us closer to establishing middle-
range theories (Meyfroidt et al. 2018; Reyers et al. 2022) instead of false
panaceas. Middle-range theories are context-specific generalisations that
describe the causal mechanisms driving well-defined dynamic phenomena,
and the conditions that enable or prevent these causal chains (Meyfroidt et
al. 2018). They sit between single-case descriptions and universal
explanatory theories (Schliter et al. 2019d; de Vos et al. 2021) and they can
help guide Occam’s razor when building models for policy and management.
Developing middle-range theories of CHANS is still at the forefront of
current research (de Vos et al. 2021) and supporting this guest, although in
small and insufficient steps, is arguably the greatest contribution of this
thesis to society.
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7. Limitations and future research

In research, there is always more that could have been done. More data could
have been collected, more interviews or workshops held, more experiments
performed, more treatments tested, more aspects explored or more details
added to the model. With limited resources, all these ‘coulds’ can never
realistically be catered for, as the time and money available set practical
limitations.

One such limitation in this thesis was the number of case studies, as Faré
island was used as the sole case in Papers Il and I11. Close engagement with
this one geographical case, and extensive collaboration with local
stakeholders, facilitated deep understanding of the drivers of system
behaviour, but the generalisability of the results is admittedly limited (Pahl-
Wostl et al. 2021). Although this limitation was partially addressed through
the process of triangulating between theoretical synthesis, expert knowledge
and other case study literature to support the findings, additional empirical
case studies, combined with structured comparative case study analysis
methods (Pahl-Wostl et al. 2021), would support the development of middle-
range theories and yield a better understanding of the conditions under which
the insights gained apply (Schluter et al. 2019d). Employing recent
approaches and methods for comparative case study analysis, as exemplified
by e.g. Schliter et al. (2019d) and Pahl-Wostl et al. (2021), would be a
natural next step in this direction.

Another limitation was the heavy reliance on simulation experiments in
Papers IV and V. Simulation models are versatile and powerful tools for
understanding complex phenomena (Sterman 2001; Page 2018), but they are
also persuasive (Edmonds 2000). Because of the relative ease of simulation
model construction with modern software and computational power,
simulation models (if carelessly used) can give the illusion of increasing
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understanding of the mechanisms behind a phenomenon, even though no
such progress is made in reality (Edmonds 2000). This risk can be mitigated
by complementing any modelling exercise with careful and through use of
empirical data, observations, experiments and field studies whenever
possible. For instance, the system dynamics-based MCC approach developed
in Paper 1V should be tested and further evaluated in real-life settings.
Similarly, the simulation model of the group model building process applied
in Paper V should be complemented, and further developed, by experimental
studies exploring how accuracy and alignment evolve in controlled system
mapping interventions.

Besides appropriate use of data, embedding the model building process
and application in a larger, carefully designed, transparent cooperative
process is necessary (Norstrém et al. 2020; Maeda et al. 2021). As discussed
in Chapter 6, both accuracy and alignment around a model are needed for it
to eventually support sustainable transitions. However, much more research
is needed to understand the mechanisms that drive these outcomes.
Unresolved questions include how the modelling approach can be designed
so that it encourages reflexivity, mitigates inequality and power dynamics,
leverages collective intelligence, and supports collective action; how the
process and context influence the model co-production process; and how to
develop instruments to measure model accuracy and group alignment in
practical settings. These questions open up exciting opportunities for closer
collaboration with other disciplines, such as behavioural science,
psychology, metrology, etc.

Lastly, there are dimensions of CHANS which were not covered in depth
in this thesis. For instance, the main focus was on human-water interactions,
while not fully addressing the interplay with the ecological and biological
parts of the natural subsystem. Ecological and biological systems are integral
parts of the CHANS framework (Liu et al. 2021). Changes in water
availability and use will impact several biological and ecosystem functions
and services (Brauman et al. 2007) and most likely give rise additional
human-natural interactions that should be examined in future studies.
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Popular science summary

In coupled human and natural systems (CHANS), man and nature are
constantly interacting through exchanges of material, energy and
information. Thus, changes on one side of these systems are affected by
changes on the other side. Processes and conditions in the natural system are
shaped by human decisions, while conditions in the human system are
influenced by natural processes. Understanding these interactions is
fundamental to achieving human well-being and environmental
sustainability, but with the rapid expansion and globalisation of human
activities in the past century these webs of interactions have grown
increasingly complex. Today, human actions in one place or time can have
unintended impacts on people or ecosystems miles or years apart. For
instance, expanding water use in one region can affect food security in
another, investments in polluting technologies today may hamper advances
towards cleaner technologies in the future, and policies producing benefits
in the short term may have unintended long-term consequences. These are
systemic impacts that need to be accounted for when designing strategies and
policies for managing CHANS in order to avoid unanticipated consequences.
However, widespread overexploitation of the environment, despite well-
intentioned management actions, shows that our current understanding of
CHANS at the system level is still limited, and that current management
practices are not fit for purpose.

In this thesis, the literature on CHANS was reviewed to evaluate how
thoroughly common tools used for making management and policy decisions
account for the interactions between man and the environment. In a case
study on Fard, northern Gotland, Sweden, the role and management of
drinking water in CHANS was studied in particular. For this case area,
conceptual and mathematical models were developed and used to map how
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society and water interact and co-evolve. These models (digital
representations of the real world) were used to run computer simulation
experiments, exploring effects of changes in climate and alternative social-
economic scenarios on water security. In a follow-up project, a model-based
tool was developed to help decision makers compare the marginal cost-
effectiveness of alternative water management options and how these
interact with one another over time. These models can help managers and
decision makers to understand how the interactions between man and the
environment shape the effects of management choices. However, building
these models is no easy task. Since producing an accurate representation of
reality requires knowledge, information and perspectives from different
people and different viewpoints, how these different “mental models™ are
synthesised into one model of reality is critical. This is often done in
workshops together with stakeholders and experts, but this thesis showed that
workshop design can be critical for the quality of the model produced and
for the likelihood of it being used effectively.

This thesis also showed that many of the tools used to design policies and
management strategies for the future are not adapted to complex and
dynamic systems like CHANS. They tend to leave out important information
flows between different parts of the system and to break up the system into
independent parts, instead of seeing it as an interconnected whole. Therefore,
these tools fail to see how a policy may produce unintended impacts at a
different place, or at a different time. In the case study of water resources on
the island of Faro, this was found to result in well-intentioned policies for
increasing water availability in the short term leading to escalating water
scarcity in the long term. However, the results also showed that by thinking
more systemically about water resources and using dynamic simulation
models to guide decisions, some of these pitfalls can be avoided. These
insights can be applied to any part of CHANS management. However, many
challenges still exist, such as how to ensure that the models used to guide
management actions in CHANS are accurate and accepted by the intended
users, and how to leverage insights from individual cases so they can be used
more broadly to support transformative change.
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Popularvetenskaplig sammanfattning

I kopplade sociala, ekologiska och fysikaliska system (SEFS) sker ett
standigt utbyte av material, energi och information mellan det ménskliga
samhallet och de omgivande naturliga miljéerna (bio-, geo-, hydro- och
atmosfaren). | stort sett all mansklig aktivitet & beroende av naturliga
resurser i nagon form, och i stort sett all aktivitet genererar nagon form av
avfall som till slut hamnar i naturen. P& sa vis satter tillgangen pa resurser
och miljomassiga betingelser ramarna och kursen for hur méanskliga
samhéllen utvecklas, och samtidigt formar vi manniskor miljon runtomkring
o0ss och dess ekologiska och fysikaliska processer. Detta skapar en vav av
omsesidigt beroende som &r viktig att forsta for att uppna langsiktig social,
ekonomisk och ekologisk hallbarhet. Men, pa grund av 6kande mansklig
aktivitet, omfattande globalisering, och snabb ekonomisk tillvéxt har vaven
som sammanlankar manniska och miljo blivit alltmer komplex och svar att
overblicka. Idag kan beslut som fattas vid en tidpunkt i en vérldsdel fa
konsekvenser for ekosystem och samhéllen manga mil eller ar bort.
Vattenanvandning i en region kan paverka tillgangen pa mat i en annan,
investeringar i fossil teknologi idag kan minska viljan att investera i
alternativa teknologier i framtiden, och kortsiktiga politiska beslut kan ha
oférutsedda langsiktiga konsekvenser. For att uppna en hallbar och effektiv
forvaltning av SEFS maste vi kunna navigera den har typen av komplexa
systemeffekter.

Tyvarr vittnar omfattande miljoforstorelse, storskalig utarmning av
naturresurser, och den pagaende klimatkrisen om att vi annu idag har svart
att forstd hur dessa komplexa system fungerar. Trotts omfattande
miljolagstiftning och valmenande forvaltningsatgarder ser vi fortfarande fa
tecken som tyder pa forandring i en hallbar riktning. Det ar saledes motiverat

145



att stalla sig fragan huruvida de metoder och verktyg som idag anvands i
forvaltning av SEFS ar lampliga for andamalet.

| denna avhandling har litteraturen om SEFS granskats for att utvardera
hur de verktyg och metoder som anvands som underlag till férvaltnings- och
policybeslut redogér for interaktionerna mellan manniska och miljé. I en
fallstudie pa Faro, norra Gotland, studerades dricksvattnets roll och
forvaltning i SEFS. Systemmodeller utvecklades och anvéndes for att
kartlagga samspelet mellan vatten och samhallsutveckling, samt hur valet av
vattenforsorjningssystem paverkar risken for att vattenbrist uppstar i
framtiden. Simuleringsexperiment anvéndes for att utforska sannolikheten
for omfattande vattenbrist under ett stort antal klimat- och socioekonomiska
framtidsscenarier, samt vilka konsekvenser detta skulle fa for regionens
hushall, turistnaring, och vattenforsorjning.

| ett uppfoljningsprojekt utvecklades ett modellbaserat verktyg for att
hjélpa beslutsfattare att jamfora vilken eller vilka
vattenforsorjningsstrategier som var mest kostnadseffektiva. Verktyget
jamfor marginalkostnaden per kubikmeter vatten som en strategi tillfor till
systemet, men aven hur olika lésningar interagerar och paverkar varandra
om de implementeras parallellt, samt hur deras kostnaderna och nyttor
fordelas over tid. Dessa modeller kan hjalpa beslutsfattare att forstd hur
effekten av ett beslut eller en investering formas av samspelet mellan
maénniska, teknologi och miljo i det sammanhang dér det implementeras.

Att modellera komplexa system &r dock ingen l&tt uppgift. For att skapa
en realistisk kopia av verkligheten i en modell krdvs kunskap, data och
information fran manga olika perspektiv och kunskapsomraden. Hur dessa
olika "mentala modeller" sedan kombineras till en matematisk representation
av verkligheten ar avgorande for huruvida modellen i slutdndan ar
anvandbar. Ofta gdr man detta tillsammans med intressenter och
amnesexperter genom interaktiva workshops och mdten, men denna
avhandling visade att hur dessa workshops designas kan vara avgérande bade
for kvaliteten pa den producerade modellen, och for sannolikheten att den
faktiskt kommer till anvéndning.

Avhandling visade ocksa att manga av de verktyg som anvands i policy-
och forvaltningsarbete inte &r anpassade for sa komplexa och dynamiska
system som SEFS. Ofta forbises flodet av information mellan systemets olika
delar, och for att underlatta analysen tenderar konventionella metoder dela
upp komplexa system i mindre komponenter i stallet for att se dem som en
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sammankopplad helhet. Resultatet blir att man ofta missbeddmer vilka
systemeffekter ett beslut i en del av systemet kan fa pa omkringliggande
delar. Fallstudien pa Faro visade hur detta kan gora att valmenande atgérder
for att oka vattentillgangen pa kort sikt kan bidra till eskalerande vattenbrist
pa lang sikt. Men resultaten i avhandlingen visade ocksa att genom att tanka
mer systemiskt kring vattenresurser, och genom att anvanda simulering och
systemstudier for att vagleda beslut, kan vissa av dessa fallgropar undvikas.
Detta géller inte enbart vid forvaltning av gemensamma vattenresurser utan
kan tillampas aven pa andra delar av SEFS. Méanga utmaningar kvarstar
dock. Till exempel, hur kan man sékerstélla att de beslutstédsmodeller som
utvecklas ar korrekta och att beslutsfattarna har fértroende for dem, och hur
kan man dra nytta av lardomar fran enskilda fallstudier sé att de kan anvandas
for att stédja transformativ forandring i andra sammanhang?
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Abstract: The transition to a bio-based economy is expected to deliver substantial environmental and
economic benefits. However, bio-based production systems still come with significant environmental
challenges, and there is a need for assessment methods that are adapted for the specific characteristics
of these systems. In this review, we investigated how the environmental aspects of bio-based
production systems differ from those of non-renewable systems, what requirements these differences
impose when assessing their sustainability, and to what extent mainstream assessment methods
fulfil these requirements. One unique characteristic of bio-based production is the need to maintain
the regenerative capacity of the system. The necessary conditions for maintaining regenerative
capacity are often provided through direct or indirect interactions between the production system and
surrounding “supporting” systems. Thus, in the environmental assessment, impact categories affected
in both the primary production system and the supporting systems need to be included, and impact
models tailored to the specific context of the study should be used. Development in this direction
requires efforts to broaden the system boundaries of conventional environmental assessments,
to increase the level of spatial and temporal differentiation, and to improve our understanding of
how local uniqueness and temporal dynamics affect the performance of the investigated system.

Keywords: bioeconomy; bio-based economy; bio-based production systems; environmental
assessment; sustainability assessment; LCA; environmental management; systems analysis

1. Introduction

Transitioning to a bioeconomy (or bio-based economy) is a high political priority on both
the national and the European level. According to the strategy and action plan of the European
Commission, Innovating for sustainable growth: a bioeconomy for Europe [1], and the subsequent Updated
Bioeconomy Strategy [2], the bioeconomy “encompasses the production of renewable biological resources and the
conversion of these resources and waste streams into value-added products, such as food, feed, bio-based products,
and bioenergy”. The objective of the transformation is to achieve sustainable development by tackling
several societal challenges simultaneously, e.g., ensuring food security, sustainable management of
resources, replacing non-renewable resources with renewables, mitigation of and adaptation to climate
change, job creation, and maintaining economic competitiveness [3]. In addition to the EU strategy,
several countries are currently developing, or have developed, their own bioeconomy strategies,
including Sweden, the Netherlands, the US, Malaysia, South Africa, Germany, Finland, and France [4,5].
Even though there are variations in definitions and wording, and there are differences in aims and
objectives, driving forces, sustainability perspectives, spatial focus, and in the role of technology
innovations (see for example Bugge, et al. [6]), there are certain key characteristics common to most
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bioeconomy strategies. First, the transition to a bioeconomy calls for the increased production and
extraction of biomass. The biomass should be utilized to provide food and feed, as well as broadly
replace non-renewable resources across sectors, including the transportation sector, the energy sector,
chemical industries, construction, life sciences, etc. Second, enabling the widespread replacement
of non-renewable resources by renewables requires research and the commercialization of “green
technologies”, such as biomass processing, biotechnology, and biorefinery concepts. With innovative
technologies, biomass has the potential to be a substitute to oil, gas, and coal in most of their current
applications, and thereby reduce our reliance on fossil resources. Third, resource efficiency should be
achieved through a cascading use of resources, the valorization of residuals, and the adoption of circular
economy principles. Fourth, the transformation towards a circular bioeconomy, and the application
of green technologies, is part of the solution to several of the sustainability challenges facing society
today (including climate change, ecosystem degradation, resource depletion, biodiversity loss, food
insecurity, etc.). Fifth, by expanding the market for bio-based products, transforming the industrial
sector, fostering biotechnological innovation and supporting rural development, the bioeconomy
enhances economic growth and creates new jobs across all sectors of society [1,4-7].

Ensuring that the multiple sustainability objectives of the bioeconomy transformation are achieved
is a significant and challenging task. In this study, we have therefore narrowed our scope by directing
our efforts to the specific challenges associated with assessing the environmental dimension of
sustainability (from here on referred to simply as sustainability) in bio-based production. Such an
assessment requires methods that are both comprehensive and profound, as well as being adapted
to the particular characteristics and inherent complexity of the bio-based production systems [8].
Life Cycle Assessment (LCA) has often been described as the key assessment and planning tool for
this purpose [3]. LCA is one of the most commonly used tools for environmental assessment, it
has been applied for environmental assessment and planning in multiple sectors globally, and it
is widely used as a decision support tool for product development, environmental benchmarking,
management, and policy development [3,9]. However, despite its popularity, researchers have raised
concerns regarding some of the limitations and weaknesses of the LCA methodology, and worries
have been expressed that, if not addressed, these limitations and weaknesses can have significant
implications for the applicability and reliability of the assessments [9-16]. For example, Reap et
al. [12,17], conducted an extensive literature review on unresolved problems related to LCA methods
and application, and identified multiple problem areas, with potentially significant implications in
terms of reliability and usefulness as a sustainability assessment tool [12,17]. Furthermore, in light
of the current bioeconomy discourse, Cristobal et al. [18] state that current limitations in the LCA
methodology severely limit our understanding of the environmental implications of bioeconomy value
chains, and this constitutes a significant problem for management and policy development. Thus,
improving our capacity to assess the environmental impacts of bioeconomy development is of great
importance for ensuring the sustainability of the transition at hand.

This need for robust assessment methods, adapted for the specific needs of bio-based systems,
and the expressed concerns regarding the inherent limitations of the LCA methodology, constitute
the starting point for this study. The aim was to investigate: (1) What are the key characteristics
of bio-based production systems that need to be taken into account when assessing their long-term
sustainability? (2) How do these affect the suitability and reliability of LCA as the primary assessment
and planning tool for the bioeconomy? A third aim was to (3) provide guidance and direction for
future research, in terms of important aspects to consider in future assessment and planning of
bio-based production systems. Achieving these aims requires both a comprehensive understanding of
how bio-based production systems differs from the current, largely fossil based, economic discourse,
and how these differences influence the requirements of the sustainability assessment. To this end,
the objectives of this paper are: (a) to outline environmental aspects that are of specific importance to
address in sustainability assessments of bio-based production systems, compared to systems based on
non-renewable resources; (b) to explore the requirements these aspects impose on the sustainability
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assessment, and to what extent the current LCA methodology fulfils these requirements, and; (c) to
provide recommendations on areas to improve in future assessment and planning efforts of bio-based
production systems, based on the identified aspects and requirements.

2. Materials and Methods

To answer the first two questions above, we conducted extensive literature studies on the
bioeconomy concept and the debate regarding its environmental and ecological sustainability,
environmental aspects of bio-based production systems, natural resource management theory, and the
role of LCA in the bioeconomy transition. Additionally, a literature review was conducted focusing on
the limitations of the LCA methodology when applied to bio-based production systems. The review
included published scientific papers (both reviews and articles), books on LCA methodology, reports,
and governmental publications. The primary source used for scientific publications was Web of
Science. Google Scholar and Google were also utilized for retrieving “grey literature”, such as reports,
government documents or publications by non-governmental organizations, and for finding references
not covered by the Web of Science databases. The scope of the literature search in Web of Science
was limited to publications between 2008 and 2018, and further limited by using topic-based searches
combining the terms “Sustainability assessment” AND bioeconomy, “Sustainability assessment” AND
“bio-based economy”, “Sustainability assessment” AND “bio-based system*”, LCA AND Weakness*,
LCA AND Limitation*, LCA AND “Research need*”. The broad choice of search terms was intentionally
used to ensure that relevant studies without an explicitly stated bioeconomy/bio-based focus were not
excluded. No geographical restrictions were applied, and only studies published in English or Swedish
were considered. With these search criteria, 616 publications were found. Additionally, to broaden
the scope and add information from other sustainability assessment methods, a reviews-only search
was conducted with the terms “sustainability assessment” AND methods, yielding 88 additional
publications, giving a total of 704 scientific papers. Titles and abstracts were scanned, and selection
criteria for identifying relevant articles, based on the above stated aims and objectives, were applied:
(1) to focus on limitations and problem areas in LCA and other methods for assessing environmental
sustainability; (2) to focus on bioeconomy and/or bio-based production systems; and (3) to focus on
the need for, and approaches to, improving the environmental assessment methodology as a tool for
the assessment and planning of bio-based production systems. Articles considered relevant to one or
more of the criteria were selected and read in detail. When appropriate, key references of selected
articles were also retrieved and included in the literature review. The selection process was carried out
by the review first author, however, to ensure the appropriateness of search criteria, selection criteria,
coverage, interpretation of data, etc. The full group of authors was regularly consulted throughout
the process. In total, 107 scientific articles and review papers, and 28 books, book sections, reports,
and other “grey literature” sources were included in the review.

The selected literature was qualitatively analyzed and the results are presented in the chapters
below. First, we analyzed the documented key differences between bio-based production systems and
systems based on non-renewable resources and explored the requirements for bio-based production
systems to be considered sustainable (Section 3.1). Second, we investigated what the characteristics
and requirements of bio-based production systems mean for the sustainability assessment in terms of
scope, system boundaries and choice of impact categories. We identified impact categories documented
as particularly important for the assessment of bio-based production systems, and we explored to
what degree these are covered my mainstream assessment methods (Section 3.2). Third, we evaluated
what challenges the identified impact categories impose on the sustainability assessment and to what
extent current assessment methodology addresses these challenges (Section 3.3). In chapter four, we
discuss three areas in need for targeted efforts to address the methodological challenges associated
with sustainability assessment of bio-based production systems and, in chapter five, we provide our
own reflections and recommendations for future researchers and practitioners to keep in mind, in order
to improve the environmental sustainability assessment of bio-based production systems.
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3. Results

3.1. What Is a Sustainable Bioeconomy?

Even though environmental sustainability is at the core of the European bioeconomy strategy [2],
a fossil-free economy, built upon bio-based production, the cascading use of resources, and advanced
green technologies, is not sustainable by default. Biodiversity loss, ecosystem degradation,
land-use-change, freshwater depletion, and greenhouse gas emissions are all examples of possible
environmental impacts from unsustainably managed bio-based systems [4,19-21]. Therefore, planning
and transitioning towards a sustainable bioeconomy calls for assessment methods that are tailored
towards the specific environmental issues of bio-based production [19,22]. This, in turn, requires
a comprehensive understanding of the specific characteristics of these systems (mode of operation,
critical environmental aspects, etc.), and how their environmental issues and sustainability challenges
differ from those of the current fossil-dependent discourse [18,19].

In this study, we define bio-based production systems as open, or semi-open, social-ecological
systems that combine human technology and biological processes to utilize the ecosystems, their
services and biological resources, for the production of food, fiber, biomass or other bio-based
products [23]. The concept encompasses traditional cropping and animal systems for food and feed,
forestry for timber and energy purposes, fisheries and aquaculture, as well as more novel systems for
the production of biofuel and bio-chemicals (e.g., algae farming or bio-energy cropping systems) [23].
Bio-based systems are unique in their inherent capacity of regeneration, allowing biological resource
stocks to replenish after extraction. In theory, biological resources can be continuously exploited for
eternity as long as two fundamental conditions are met: (a) the rate of extraction does not exceed the
rate of regeneration [24], and (b) the extraction, processing, and utilization of the resource, and other
external factors, do not diminish its regenerative capacity of the system. If these two criteria are met,
the resource can be considered renewable, which is a prerequisite for the system to be considered
sustainable [19,24,25].

In contrast, production systems based on fossil resources, minerals, and metal ores, are non-
renewable. This means that there is a finite amount of these resources available in the earth’s crust and
no regeneration occurs (or the regeneration rate and the processes involved in regeneration are so slow
that they are neglectable from a human time perspective). Since fossil/non-renewable resources do not
regenerate, these systems are not depending on the maintenance of a regenerative capacity. Therefore,
in the sustainability assessment of fossil resource systems, greater emphasis should be on ensuring that
waste emissions from extraction and utilization do not lead to the degradation of surrounding systems,
and that the rate of extraction should not be faster than the rate of development of renewable substitutes
to replace the fossil resource [24]. Assessments of bio-based production systems also need to focus on
minimizing emissions and damage to surrounding systems, however it is the need to ensure that the
regenerative capacity of the system is maintained that is the key difference that makes sustainable
management of these systems fundamentally different from their non-renewable counterparts.

It is important to note that the regenerative capacity of biological resources is not static. On the
contrary, it is tightly correlated with both the state of the resource stock itself and the state and
availability of other limited resources (e.g., water, land, nutrients, soil or suitable habitats [19,22]). This
entails that in order for condition (b) to be met, these critical resources need to be maintained within
required limits to support regeneration.

Another important difference is that bio-based production systems are typically tightly connected,
and in constant interaction, with their surrounding systems [26-28]. For example, a forest is in
constant interaction with the surrounding atmospheric system through the exchange of CO, and
oxygen [29], agricultural systems are tightly connected to, and affected by, the surrounding hydrological
system [30], and many fisheries are influenced by the state of distant river and freshwater systems
for spawning [31]. Very often, it is through these system interactions that the critical resources for
regeneration are maintained within required limits. For example, the productivity and regenerative
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capacity of an agricultural field is influenced by the capacity of the soil to replenish, retain water,
and provide necessary plant nutrients; the surrounding hydrological system influences crop water
availability; and pollination is influenced by the capacity and resilience of neighboring ecosystems.
These interdependencies are often bilateral. The soil quality is affected by agricultural practices,
such as biomass extraction and fertilizer use, and the hydrological cycle is influenced by irrigation
practices, and how this change evapotranspiration and water retention time, etc. Thus, interactions
with surrounding systems are constantly affecting the rate of regeneration in bio-based systems,
and thereby influencing future resource extraction.

In contrast, fossil resources typically do not interact with surrounding systems (ecosystems, social
systems, physical systems). This is either because the resource itself is inert (e.g., many metal ores are
chemically unreactive), or, as for many petroleum resources, because of physical boundaries isolating
the resource from its surroundings, e.g., oil reservoirs are typically confined by some geological
formations (e.g., impermeable rock or salt). This physical confinement plays an important role in the
chemical formation of the petroleum resource and, more importantly, it isolates the oil and gas from any
interactions with surrounding systems. Even though the process of extracting, processing, and utilizing
fossil resources often has significant environmental impacts, in the form of greenhouse gas emissions,
land degradation, forest clearance, chemical pollution, etc. [32-34]. The change in the state of the fossil
resource (the size or quality of the resource stock) does not profoundly influence the surrounding
systems. For example, a deep-sea oil deposit does not interact with the surrounding marine ecosystems,
with the marine food web, or with the fishing communities utilizing the surrounding waters. Thus,
surrounding systems are not affected by changes in the size or state of the resource stock. The same
is true in the other direction. Since the future extraction of fossil resources is not dependent on
a maintained regenerative capacity, any changes in state of the surrounding systems have very limited
influence on the future extraction, i.e., the eutrophication of surrounding waters does not affect the size
or state of the oil deposit because the production/formation of the oil has no connection to the state of
the surrounding systems.

In summary, a sustainable bioeconomy requires that bio-based production systems are managed
so that the rate of extraction does not exceed the rate of regeneration, and that the regenerative
capacity of the resource stock is maintained. For this to be possible, management must also consider
the interactions between the biological resource stock and the surrounding “supporting” systems
responsible for providing the necessary conditions for regeneration. This makes the management of
bio-based production systems much more complex than the management of fossil-based systems. Fossil
resources are typically systemically inactive, and management primarily needs to focus on minimizing
environmental impact from extraction, processing, and utilization. Draining the fossil resource stock
typically has no direct implications for surrounding systems, neither do surrounding systems influence
the size of the stock, or change the conditions required for exploitation. Thus, exploitation and
management of fossil and biological resources require fundamentally different strategies. The latter
requires a comprehensive system perspective, where not only the size and state of the primary resource
stock is maintained, but also the size and the state of surrounding systems involved in providing the
necessary conditions for regeneration.

3.2. Assessing the Environmental Sustainabilityt of Bio-Based Production

Since the production and regenerative capacity of biological resources depend on both the state of
the production system itself, and on the state of, and interactions with, neighboring systems, these
must all be included in the sustainability assessment. In LCA, this means that impact categories should
be chosen so that effects on both the production system and on supporting systems are included in
the assessment. For example, in agricultural production, the soil system is one of the supporting
systems providing the necessary conditions for biomass production and regeneration (providing plant
nutrients, water retention, and growth substrate). Thus, in order to truly assess the sustainability of
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the production system, the system boundaries of the study need to be sufficiently wide so that impact
categories related to the state of important soil parameters are included in the assessment [35].

On a conceptual level, having broad system boundaries, and including multiple, parallel impact
categories in the analysis is not a problem. In fact, one of the well-documented assets of the LCA
methodology is its capacity to address multiple environmental issues simultaneously, and that this
helps avoid burden shifting between environmental impacts, and across time and space [36,37].
Covering multiple impact categories should ensure that efforts for lowering one environmental impact
does not unintentionally cause trade-offs with another one, e.g., reducing greenhouse gas emissions at
the expense of increased eutrophication [37-39]. However, this is not often the case, as the number
of impact categories considered is often restricted to a selected few [40—42]. Also, scanning the LCA
literature shows that not only is the representation of impact categories often incomplete, but it is
also often highly skewed. Some impact categories are overrepresented, and others are only rarely
represented [36,43]. For example, Global Warming Potential (GWP) was included in 98% of livestock
LCA studies reviewed by McClellande et al. [42] (from a total of 173 papers published between 2000 and
2016, 169 studies included climate change as an impact category) and in 97% of LCA studies on biofuels
reviewed by Lazarevic and Martin [36]. Biodiversity and ecosystem services (ESs), on the contrary,
were only covered in 3% of the studies reviewed by McClellande et al. [42], and in none of the ones
investigated by Lazarevic and Martin [36]. Water resource depletion and biotic resource depletion were
not included as separate impact categories in any of the papers reviewed by Lazarevic and Martin [36],
nor by McClellande et al. [42]. Instead, these were incorporated as part of the impact category “resource
depletion” (broadly including both biotic and abiotic resources). The often limited and uneven coverage
of impact categories in the LCA literature can be explained by a number of factors. Limited time,
budget, and data availability are common issues constraining the choice of categories [18]. Trends
in politics, research, and media focus are other influential factors [44]. For some impact categories,
the availability of quality data and the lack of well-established impact models are other bottlenecks.
As examples, assessments of impacts on biodiversity, ESs, and water use often suffer from a lack of
quality data and available impact models [9,12]. Thus, these are less likely to be included in a study,
compared to other categories with less complex, or better documented, cause—effect chains [30,40,45-47].
The multifunctional nature of bio-based systems, and the system-system interactions they rely on,
make adequate impact category coverage particularly important. For example, Lorilla et al. showed
how the state of Mediterranean agricultural production systems affects the functioning of several ESs
through complex system interactions [48] and in a study focusing on land-use impacts on soil quality
parameters, Vida Legaz et al. presented intricate cause—effect relationships shaping the impact pathway,
from changes in soil conditions to impacts on biomass production, freshwater provisioning, climate
regulation, biodiversity, etc. [35]. Capturing these types of synergies and feedbacks, and ensuring they
are covered in the impact assessment, is a challenge in LCA [13,26].

Given time and funding restrictions, limiting the number of impact categories is often the only
option available [49], and it is sometimes legitimized as a way of reducing the complexity of the study
and providing a clearer message to the audience [18]. However, the uneven coverage of environmental
impacts can be problematic for the credibility and usability of LCA results, as it increases the risk of
problem shifting [36,42]. It can also give the impression that some environmental issues are non-existent
when, in reality, they have simply not been covered by the analysis. This was demonstrated by Berger,
et al. [50] in a study comparing the water and carbon footprints of biofuels with those of fossil fuels.
The results showed that, if focusing only on carbon footprint, biofuels perform better than fossil fuels
due to their relatively lower net CO? emissions. However, when adding water footprint, and impacts
on freshwater reserves, the sustainability of biofuel production was in many cases less obvious. Thus,
impact category choice needs to be justified at an early stage of the assessment [51], and the choice
should be tailored to the system studied. For bio-based systems, this entails including necessary
impact categories to assess impacts affecting the stock of the resource and its regenerative capacity. Our
analysis suggests that there are four impact categories that are particularly important for this purpose:
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biotic resource depletion; freshwater use; biodiversity loss; and the degradation of ESs [20,26,52].
Interestingly, these impact categories are also among the least represented in the LCA literature,
and several researchers have expressed the need to develop the assessment methodology to better
account for these environmental issues [15,42,43,52,53].

3.3. Implications for LCA

Thus far, we have concluded that the sustainable management of bio-based systems requires
different strategies compared to systems based on non-renewables, and that some of the most important
impact categories to consider in the assessment of these systems are: biotic resource depletion;
freshwater use; biodiversity loss; and impacts on ESs. We have also seen that these impact categories
are underrepresented in the LCA literature, and partially this is because of limited data availability,
and the lack of reliable models describing the effects bio-based systems may have on these impact
categories. Due to these limitations, studies with restrictions in terms of time and budget tend
to prioritize other impact categories, where data are more easily accessible and impact pathways
more well-documented. Next, we will investigate in more detail why these impact categories are so
challenging to assess, what requirements they impose on the sustainability assessment, and to what
extent current LCA methodology can fulfil these requirements.

3.3.1. Biotic Resource Depletion

“Biotic resources” is a broad concept, encompassing a wide array of biological products and
capital, including fish, wood, soil, etc. [54]. Historically, biotic resources have received limited attention
in LCA and, in assessments of production systems based on biotic resources, the impacts from the
depletion of the resources themselves are not accounted for in most cases [43,55]. The reasons are,
in part, because of the lack of reliable indicators for many biotic resources, limited understanding
of their associated elementary flows, and missing impact models that account for impacts on both
the resource stock itself and indirect impacts on surrounding systems [37,43]. It is only in the last
few years, with the growth of the bioeconomy, that the criticality and need for improvements in the
impact assessment of biotic resource use have started to become recognized [1,43,55]. Yet, to date,
these resources remain poorly addressed in LCA research (e.g., top-soil, forest biomass, and fish
stocks) [18,43,56], and there is a lack of consensus on methods for assessing the system level impacts of
their exploitation [43,54,57].

One major obstacle is the broad scope of the biotic resource concept, and how to cover the many
different types of resources it encompasses. Currently, the coverage of different biotic resources in LCA
inventories is far from complete, and the level of aggregation is typically high. For instance, wood
biomass, a highly versatile biotic resource, is being harvested from forests across the globe, originating
from different tree species, and different ecosystems and habitats (managed and natural). However,
in LCA inventories, these different flows of wood biomass are typically referred to as simply “wood”,
or at best, a distinction is made between “softwood” and “hardwood” [43]. Looking at biotic resources
covered by established LCA databases (e.g., Ecoinvent 3.3 [58] and the European Reference Life Cycle
Database, ELCD) [59]) confirms that this is not a problem unique for wood, but for most biotic resources.
For example, in the ELCD inventory database, “biomass” is represented as a single aggregated category,
without any distinction between different types of biomass, its origin, or what species it originates
from. Similarly, the Ecoinvent inventory databases aggregate marine fish into a single resource flow,
regardless of population or species. This level of aggregation is problematic, as it does not distinguish
between biotic resources of the same category taken from different species or habitats (e.g., wood
sourced from cosmopolitan vs. endemic species), and it does not account for important ecological
aspects, such as variations in species vulnerability, species resilience, minimum viable population size,
regeneration rate, etc. With the conditions for sustainable bio-based production systems in mind, this
lack of information on ecological characteristics makes it impossible to develop reliable impact models
for these resources, and to assess the system-level impacts from their exploitation [43]. Thus, there is
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an urgent need to improve the currently limited coverage of biotic resources in established life cycle
impact (LCI) databases. Particularly urgent, in light of their role for the global economy, are categories
such as topsoil, forest biomass, and commercial fish stocks [60].

The next challenge, after increasing the coverage of biotic resources in the assessment, is that of
assessing the environmental impacts of their exploitation. To this end, indicator choice will have major
implications and, currently, mass accounting is by far the most commonly used method in life cycle
impact assessment (LCIA). On the one hand, accounting based on mass is simple and straightforward,
extraction/harvest data are often readily available, and direct effects on the resource stock can be
easily calculated. However, the approach has important limitations. For instance, characterization of
environmental impacts based solely on mass is not straightforward, as the magnitude of impact will
depend on the state of the resource stock and its supporting systems [43]. For example, the impact
from harvesting 1000 tons of fish from a fish stock that is close to its Biomass for Maximum Sustainable
Yield (BMSY) will be very different when compared to the same amount being harvested from a stock
that is significantly below its BMSY [61]. In terms of mass, the impact is the same but, looking at
regenerative capacity, the latter fish stock is likely to require a substantially longer time to recover from
the extraction, because a lower regeneration rate is strongly correlated with population size. Another
challenge is in how to account for quality aspects of the resource stock. For instance, the level of
genetic diversity within the population will affect recovery rate after harvest, as well as how resilient
the reduced stock is to external shocks. Recovery rate and resilience are likely to be greater if the
genetic diversity within the population is high, compared to a population where genetic diversity is
low [62,63].

Topsoil is another biotic resource in great need of better integration into the LCA methodology.
Topsoil can be considered a primary biotic resource that can be depleted both by physical removal (e.g.,
through erosion or direct human interventions), or by quality degradation (e.g., the depletion of soil
nutrients, changes in soil structure, salinization, etc.) [35]. However, similar to wood, the heterogeneity
and variability in soil types and soil quality across the globe is significant, and different production
systems have different soil requirements (e.g., pH requirements differ between coniferous and
broad-leaved tree species). Therefore, assessing environmental impacts from soil degradation requires
a comprehensive assessment methodology that takes this variability into account, rather than assuming
impacts to be homogenous for different systems in different settings [35]. Further, the soil system is
also one of the very important supporting systems involved in maintaining the regenerative capacity
of many bio-based production systems. For instance, soil quality and soil productivity significantly
affect forest regeneration [64,65], and studies in Poland have shown how variability in soil type, within
the same forest, can increase or decrease tree recruitment by up to 300% [66]. Soil quality factors also
have a significant impact on agricultural resilience and productivity (for some crops, the correlation
coefficient between soil quality and yield has been documented to be as high as 0.9) [67,68].

According to the LCA standards provided by the International Organization for Standardization
(ISO), the impact categories chosen in a given study should comprehensively cover environmental
issues related to the targeted production system, while taking the goal and scope of the study into
consideration [69]. However, as has been presented above, many environmental issues related
to system-level impacts, and implications for the longevity and regenerative capacity of biotic
resources, are currently not captured by the mainstream LCA methodology. This is alarming, as these
constitute factors of great importance for making informed decisions regarding future biotic resource
management [43,70].

Among existing efforts to overcome this gap, Langlois et al. presented alternative methods for
LCIA of biotic resource depletion in fisheries where the Maximum Sustainable Yield (MSY) concept
was incorporated into the impact assessment methodology, together with ecological aspects such
as estimations of regeneration capacity [61]. Similar attempts have been made for terrestrial biotic
resources [50,71], and Crenna et al. [43] presented an innovative approach where the renewal rate
was calculated for a number of natural biotic resources (ranging from terrestrial to aquatic, and from
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mammals to algae), measured in years required for reproducing one kilogram of the resource after
extraction. In general, however, a higher degree of case specificity (ecological features, local conditions,
socio-economic structures, etc.) is needed for these approaches to be successful, as they currently
do not take into consideration the significant variability in renewability rates—governed by the
state of the resource and its interactions with the surroundings [43]. Schneider et al. [54] takes this
further, suggesting that even the specific extraction site, and its surroundings, need to be explicitly
modelled for an adequate assessment of impacts on biodiversity and ecosystems resulting from biotic
resource depletion.

To summarize, assessing the environmental impacts from biotic resource use requires an improved
coverage of different biotic resources than what is currently the case. Due to significant differences in
renewal rate, geographical distribution, resilience to shocks, etc., between and within biotic resources,
the current practice of aggregating these into broad categories, such as “wood” or “fish”, makes impact
assessment difficult. To really capture the environmental impacts from biotic resource depletion,
the specific characteristics of the resource studied needs to be considered, and impacts should be
studied from both a “resource perspective”, focusing on the state of the resource stock itself, and from
a “system perspective”, focusing on environmental impacts caused through the interactions and
interdependencies between the resource stock and its surrounding systems.

3.3.2. Freshwater Use

Freshwater is a key resource in terrestrial bio-based production systems, and a medium for
different types of aquatic production (e.g., freshwater aquaculture and freshwater fisheries) [20].
As with biotic resource use, freshwater use has historically received limited attention in LCA [72]. Most
existing impact assessment methods primarily use a volumetric approach [15], focusing on the volume
of water extracted from a watershed by a studied activity over a given period of time. The result has
often been that regions with a history of abundant water supplies have gradually disappeared from the
environmental water debate [73]. This is unfortunate for several reasons. Firstly, freshwater supplies
are dynamic and constantly changing and, hence, historically abundant supplies are not a guarantee
of future water access. Furthermore, freshwater systems are complex and interconnected structures,
often stretching over large geographical areas, and thus water extraction in abundant parts of the
watershed can influence the water supply in other areas further downstream in the system [73]. Another
important aspect is that freshwater is both an abiotic resource and an environmental compartment,
and processes altering the hydrological compartment in one end of a watershed can have serious
implications for areas further downstream. For instance, water-polluting substances can be released
in low concentrations in one part of the system, without any detrimental impact on water quality,
but cause degradation in water quality and restricted water access for distant users, as the pollutants
accumulate over time further downstream in the same watershed (e.g., by rendering the water system
unsuitable for aquaculture purposes). Based on these characteristics, assessments of the environmental
impacts of freshwater use need to take at least three types of usage into account, consumptive use,
degradative use, and in-stream use, and do so with indirect upstream and downstream impacts in
mind [30,74]. In this review, the focus is on consumptive and in-stream use, as degradative use
is typically covered by impact categories related to pollution (e.g., eutrophication and freshwater
toxicity) [30].

Most LCIA methods focus on consumptive water use (that is, water that is withdrawn and not
released back into its original source) [30]. Water To Availability (WTA) [72], Distance To Target [60],
and the Water Stress Index (WSI) [74] are examples of approaches for assessing water consumption in
LCIA that attempt to do so by incorporating relative freshwater availability in the impact assessment
models. Even though much work has been done in developing these methods, several limitations
still exist. Firstly, these methods typically are concerned with water withdrawal required for human
activities, and limited attention is given to ecosystem needs. For bio-based production systems, this
means that the assessment does not account for how the water consumed by the production system
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impacts the regeneration rate of the biological resource, nor the impacts on the supporting ecological
systems involved in maintaining regeneration. For instance, studies have shown how water stress
reduces pollination services in agriculture systems by limiting nectar production, flower development
and by reducing habitat suitability for pollinators, thereby undermining the regenerative capacity of
the system [75-77]. Canals, et al. [78] and Smakhtin, et al. [79] provided notable exceptions, as their
methods not only accounts for human water needs, but also for environmental freshwater requirements
(EFR). This is done by including impact pathways between freshwater consumption and the effects on
surrounding ecosystems, e.g., by accounting for effects of changes in water availability for aquatic
ecosystems, or effects on wetland habitats from lowered groundwater tables. Another limitation,
when assessing water consumption, is that data on local water use and availability are often limited,
and researchers often need to rely on regional average values, or extrapolate data from previous
studies [30]. This typically causes high levels of uncertainty, as contextual and temporal variations in
water availability and water needs are not fully captured [30,80]. For instance, studies have shown
that river ecosystems can be highly sensitive to periodic droughts, and to the alteration of natural flow
regimes caused by temporal peaks in water consumption [81]. Using yearly average values of water
use when assessing ecosystem impacts from these activities evens out any inter-annual variations in
the water withdrawal and water availability, thus masking potential alterations of the flow regime,
and subsequent impacts on the ecosystem. It seems that really assessing the ecosystem impacts from
freshwater use requires considerable knowledge regarding the spatial and temporal dynamics of the
water extraction, as well as detailed information on the ecosystem’s composition and hydrology [82].
In many cases, obtaining information at this level of detail is costly and resource demanding. Thus,
a higher contextual resolution of the assessment needs to be balanced against the added costs and
effort that this entails. If data collection and model development are too costly or time-consuming,
the likelihood of application remains very low despite the potential improvements in model fidelity,
and the subsequent quality of the study.

In contrast to the consumptive use, environmental impacts of in-stream water use, and the
subsequent alteration of flow regimes, are rarely addressed in LCA studies, even though human
structures and activities are known to affect hydrological systems, water resource availability,
and ecosystem functions [30]. For example, water regulation, or drainage of wetlands for agricultural
purposes, is a common phenomenon known to have affected more than 65% of natural wetlands
in Europe and North America [75]. In the short term, wetland drainage might increase agriculture
productivity by expanding the land available for agriculture. However, drainage also reduces many
important regulating ESs, causing unintended outcomes, and hitting back on agricultural productivity,
e.g., by increasing the vulnerability of the agricultural system to extreme weather, and by increased
soil and nutrient runoff [75]—undermining the capacity of the system to regenerate. In this review,
very few methods for assessing in-stream water use by LCA were identified. Two examples are
Humbert and Maendly [83], who developed characterization factors for assessing impacts on aquatic
biodiversity from hydropower production, and Gracey and Verones [84], who investigated the effects
of hydropower production on aquatic and terrestrial biodiversity. Hydropower production was shown
to have significant negative effects on biodiversity and ESs via its impacts on hydrological flows,
geomorphology, water quality, and habitat fragmentation [83,84]. However, for many of these impact
pathways, the assessment methodology is still not fully developed, or even non-existent, and thus
there is a great need for further research and method development [84].

The state of freshwater resources can be a fundamental constraint or facilitator to bioeconomic
growth and bio-based production, and efficient management is therefore of great importance [20].
However, the number of studies investigating how the current and future state of freshwater resources
may influence the growth of the bioeconomy are few. Exceptions include Rosegrant et al. [20], who
investigated future scenarios of how water scarcity might influence food production and food security,
and concluded that the effect of bioeconomy development on future water availability and food security
will depend on multiple factors. Technology development and adoption, crop selection, historical
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water-use efficiency, and governance structures for water management are all examples of factors
in bioeconomy development that can be detrimental to future water availability. Berger et al. [50]
conducted a study on the potential sustainability trade-offs between water use and the carbon footprint
of European biofuels, and Ercin and Hoekstra [85] did a similar study on animal products. Furthermore,
Veldkamp et al. [86] studied global data from the period 1971-2010, and concluded that human water
interventions (land-use and land-cover changes, reservoir constructions, and water consumption) have
historically contributed to changes in the geographical distribution of water-stressed regions, as well
as to alterations in the dimensions of water scarcity in several of the studied areas. For most river
basins, human interventions had an alleviating effect on water stress in the area of implementation,
but an aggravating effect for areas further downstream from the intervention (increasing the level of
stress for already water-scarce regions, or even pushing some areas into water stress). The overall
trend observed, on regional and global levels, was that human interventions historically have caused
water stress to travel downstream from the river basin [86]. These studies, the discussion above,
and the documented high water use in many bio-based production systems, highlight the importance
of thoroughly assessing the potential impacts the bioeconomy may have on freshwater scarcity. It is
a possibility that bioeconomy development may become a driver of freshwater scarcity in some regions,
and that water availability may become a limiting factor to bioeconomy development in other regions.
Unless these impacts are carefully considered in the management of bio-based production systems,
these systems may well undermine the long-term sustainability of the bioeconomy and contribute to
water conflicts across regions.

Our findings highlight the importance of spatial differentiation and contextualization when
assessing water use, and when translating it into impacts on the environment and the sustainability of
bio-based production systems [50]. Several other studies support the need for more contextualized
and dynamic impact assessment models as a complement to LCA, and the use of scenario analysis for
more proactive environmental management [87,88]. The assessment of freshwater use in LCA needs to
better acknowledge freshwater as being both a natural resource and a dynamic compartment in nature,
and thereby broaden its scope to include not only impacts from consumptive use, but also in-stream
and degradative use. For bio-based production systems, more focus should be on how different forms
of water use may affect the regenerative capacity of the system. This requires the development of
new impact models that include not only effects on human water needs, but also the water needs of
surrounding ecosystems.

3.3.3. Biodiversity and ESs

Despite ambitious international and national targets for species conservation and habitat protection
(e.g., the Strategic Plan for Biodiversity 2011-2020, following the Convention on Biological Diversity [89],
and the Swedish environmental quality objectives [90]), biodiversity losses and ecosystem degradation
continue in large parts of the world [45]. In the day-to-day debate, and in most assessment studies,
the term biodiversity refers primarily to species diversity (the number of different species in a given
area), and impact on biodiversity is measured as the change in species diversity resulting from a studied
activity [45,91]. However, the term biodiversity denotes other features besides species level that are
less often considered in the assessment, e.g., functional diversity (the function provided by a species
or a combination of species in an area), genetic diversity (the genetic variation within a population),
ecosystem diversity (the variety of different ecosystems within an area), etc. [45,92]. Additionally,
there are qualitative aspects assigned to biodiversity (e.g., conservation targets, conservation status,
species abundance, etc.) that are not fully considered when biodiversity impact assessment is limited to
changes in species diversity [92]. These different dimensions of biodiversity are constantly interacting
in ways that are not well understood. For instance, species diversity and composition influence
functional diversity, and genetic diversity impacts on ecosystem dynamics [70].

The functions and ESs (including provisioning ESs, regulation and maintenance ESs, and cultural
ESs [89]) provided by biodiversity through its different dimensions play a central role in the



Sustainability 2019, 11, 4678 12 of 26

bioeconomy—both in terms of ecological sustainability and the intrinsic value of biodiversity [93],
and also in ensuring high productivity, maintaining regenerative capacity, and ensuring the resilience of
bio-based production systems. The most obvious link is seen when treating biodiversity as a resource,
and an integral part of our natural capital [94]. Over-utilizing a species, causing its extinction, results
in a loss in biodiversity, and subsequently a biotic resource that was previously utilized (or had the
potential for future utilization) is no longer available for human use (losses in crop diversity and the
extinction of commercial fish stocks being notable examples [95,96]). In effect, this means that the
resource base of the bioeconomy is eroded, and the potential for bioeconomic growth is diminished.
However, there are also other, subtler, ways in which biodiversity affects the regeneration, and long-term
productivity, of bio-based production. For instance, in agriculture, biodiversity influences productivity
and the rate of regeneration through pollination ESs. A higher diversity of wild pollinators can
contribute to higher crop yields [97]. The richness and diversity of pollinators is furthermore affected
by ecosystem diversity, where a more mixed and heterogenous landscape provides habitats for
a greater diversity of pollinating insects, compared to a more homogenous, monoculture dominated,
landscape [98]. Case studies have even shown that increasing ecosystem diversity, by preserving
forest habitats as part of the agriculture landscape, can boost pollinator diversity, and improve crop
productivity and farmers revenue by as much as 29% for smallholder farms in Tanzania [98]. In forestry,
the effects of biodiversity on productivity have also been extensively studied, both in looking at the
species diversity—productivity relationship, and also at the effects of forest structural diversity on stand
productivity. Results from forestry suggest that both higher species diversity and structural diversity
may increase production [99,100], and in fisheries, studies have shown that boosting population
diversity can make the production system more stable and resilient to external disturbances [63].
Case studies on salmon fisheries even suggest that boosting population diversity can reduce the
frequency unintended fisheries closures due to population collapse by up to ten times compared to
a scenario with very low population diversity [63]. In other words, species and structural diversity can
increase system resilience, strengthen ESs, and improve the regenerative capacity of the production
system [99,101]. In agriculture, these positive effects of diversity on system stability is part of the
reason for the growing interest in enhancing the crop genetic diversity in order to improve the climate
resilience of agriculture systems [95]. On the soil level, recent studies have shown that soil microbial
biodiversity (including species, functional and genetic diversity) plays a prominent role in governing
plant productivity, supporting soil formation and nutrient cycling, improving plant resource-use
efficiency, and enhancing plant stress resilience. More alarmingly, modern intensive management
practices, of these systems, tend to reduce soil microbial diversity, thereby contributing to long-term
erosion of system productivity [102].

Thus far, we have concluded that the dominant, and largely unidimensional, approach of measuring
biodiversity, and changes in biodiversity, is too simplistic for assessing biodiversity impacts. We have
also concluded that this approach can hide some of the environmental consequences of an activity and
endanger the long-term sustainability of the studied system. For example, when assessing biodiversity
with only a species diversity focus, losses in genetic diversity due to overharvesting can be masked
by maintained levels of species diversity. Similarly, if endemic species are replaced by non-native
species, the species diversity is unchanged, but impacts on the ecosystem, and the functions provided
by the ecosystem, can be significant [103]. To truly assess the sustainability of bio-based production
systems, and to avoid unintended negative impacts caused by reductions in one or more biodiversity
dimensions, a significantly larger spectrum of biodiversity needs to be considered, rather than what is
typically the case. This will require the identification of representative biodiversity indicators for the
different dimensions, standardized methods of measuring these, and the development of new models
for impact assessment [45,70,104]. Although multiple biodiversity indicators already exist (see for
example www.bipindicators.net), the different dimensions of biodiversity are unevenly covered. Most
indicators focus on species diversity, followed by ecosystem diversity, whereas genetic diversity and
qualitative aspects of biodiversity are underrepresented [45]. Further, many existing indicators are
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only applicable to specific geographical regions, or they are calculated based on very location-specific
indicator species. On the one hand, this potentially allows for very accurate assessments but, on the
other hand, the indicators cannot easily be generalized and applied to areas outside their original
region. The development of biodiversity indicators with a cosmopolitan representation, or indicators
that can be adapted to the location of the assessment, is much needed [45].

Alongside the development of indicators for biodiversity and ESs, there is also a need to improve
the impact assessment models, linking human activities to their effects on the studied indicators. The
challenge here is that, for many ecosystems, these impact pathways are not fully understood and/or
the data requirements for them to be calculated is not available at a sufficient spatial or temporal
precision [45]. According to Chaplin-Kramer et al. [105], the most commonly used LCA methodologies
lack the contextual resolution and detailed ecological information required to model the impact
pathways from activity to biodiversity impact. In terms of ESs, most guidelines on LCA (e.g., ISO 14040
and 14044, and the International Reference Life Cycle Data System (ILCD) guidelines [1,106]) do not
incorporate the ES concept, and the few studies that have done so predominantly focus on provisioning
ESs, whereas regulation and maintenance ESs, and cultural ESs, are much less documented [41]. There
is a clear risk that this imbalanced coverage of ESs will result in biased interpretations of LCA results,
as some services are not covered in the assessment process [41].

One important obstacle to assessing functional biodiversity and ES impacts in LCA lies in the LCA
methodology’s limited capacity to manage multifunctionality and nonlinear relationships [70,105].
Many ESs are facilitated by the combined effects of multiple ecosystem functions, and their response
to stress is often characterized by threshold and nonlinear behavior. This multifunctionality and,
at times, counterintuitive behavior is hard to capture with conventional assessment methods [41,107].
For example, the ESs of soil formation are of great importance for the longevity of terrestrial bio-based
production, and they are driven by several different processes (e.g., decay of organic matter and mineral
weathering), and also feeds into a number of other ESs (primary production, mediation of flows,
mediation of biota, etc.) [108]. The different drivers involved in providing ESs, and the interactions,
interdependencies, and nonlinear relationships among these processes, are not fully understood,
but are highly relevant when assessing the environmental impacts of bio-based production systems.
Building this understanding will require research focused on entangling the cause—effect chains linking
human activities to environmental impacts, and how these impacts affect ES values and services [41].
To this end, Teillard et al. [47] suggest the increased use of data, models, and modelling methods
from the field of ecological science. Othoniel et al. [41] also stress the importance of increased multi-
and interdisciplinary approaches to improve the impact assessment models of ESs in LCA. Focusing
on improving the spatial and temporal resolution of these models is particularly important, as ESs
are often the context-specific sum of multiple functions provided by the specific ecosystem [109].
Since ecosystems, and ecosystem composition, are dynamic and constantly evolving over time,
the assessment of their response to impact need to take these dynamics into account as well [110].
For example, the two ESs flood regulation and climate regulation are strongly dependent on the
dominating land cover in the studied area. In simple terms, grasslands tend to have a high flood
regulation potential but modest climate regulation potential, forests tend to have a higher climate
regulation potential compared to grasslands, and croplands, in general, have limited potential for both
flood and climate regulation [111]. However, on a landscape level, the transition from one land cover
type to another is rarely instantaneous but is rather a transitional process that gradually changes ES
potential. Additionally, the potential of the different ESs is also influenced by the surrounding land
cover matrix and thus, assessing the long-term impacts on ESs from changes in land cover requires
that these interactions are also considered, accounting for the constant evolution of the landscape.

In general, the assessment of impacts on biodiversity and ESs in LCA needs better coverage. Both
biodiversity and ESs are complex concepts, involving multiple dimensions and services provided to
society. Thus, aggregating these into single impact categories, quantified by a limited set of indicators
and characterization factors (as is standard in LCA methodology), may be an oversimplification of
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reality, with questionable value for environmental management [41]. Instead, indicators for multiple
biodiversity dimensions and ESs are needed, as well as a better understanding of how these dimensions
influence the long-term sustainability of bio-based production systems. It is of special importance to
enhance the understanding of how human activities impact the genetic and functional dimensions of
biodiversity, and how to use this knowledge to design bio-based production systems that support the
necessary ESs for long-term productivity and overall sustainability. To achieve this, researchers have
suggested closer collaboration with other disciplines, e.g., ecology, systems thinking, and ecosystem
science, to improve the impact models, and to better account for the multifunctionality associated with
several ESs [13,41,47,112].

4. Concluding Discussion

We have shown above that for bio-based production systems to be sustainable, they need to be
managed so that the extraction of the resources they provide does not exceed the regeneration rate of
the system, and the regenerative capacity of the system must not be diminished by the processes of
production, extraction and resource utilization, or by other external factors. The regenerative capacity
of the systems is often governed by interactions, and through interdependencies, with surrounding
supporting systems. These supporting systems are involved in maintaining the necessary conditions,
and providing the critical resources, for regeneration. With these requirements in mind, sustainability
assessments of bio-based production systems require a perspective and scope where both the states of
the primary system and supporting systems are accounted for. This means that impact categories need
to be chosen so that effects on both the production system and the supporting systems are covered.
In this study, we have focused on the impact categories “biotic resource depletion”, “freshwater use”,
and impacts on “biodiversity and ESs”, as these are particularly important aspects for many bio-based
production systems and, also, these constitute aspects that have historically been underrepresented in
sustainability assessment studies.

Based on the results of our assessment, we believe there is a need to develop and adapt existing
sustainability assessment methods and frameworks to the requirements of bio-based production
systems. We also believe there is a need to improve the capacity of the assessment methods to
better account for the specific features of impact categories typical for bio-based production systems.
Development in this direction poses challenges for several reasons.

First, as described above, the studied impact categories are characterized by being broad,
multidimensional concepts but, in most assessments, these multiple dimensions are not accounted for.
Instead, a simplistic approach is often taken, focusing on a single dimension or on highly aggregated
indicators. To truly assess the environmental sustainability of bio-based production systems, these
impact categories need to be disaggregated more, and assessed in their different dimensions and
sub-categories. Only at a more disaggregated level can the multiple impact pathways between the
impact category and the production and supporting systems be captured in the assessment. What
level of disaggregation can be considered “enough” is a question beyond the scope of this review,
but it probably depends on how many dimensions are represented in the target system, and the time
and resources available to the study. If one accepts the need for disaggregation, this calls for an
expanded, and a more detailed, set of indicators than what is often used in sustainability assessments
of these systems [45,70,88]. Some indicators are more important for assessing direct impacts (e.g.,
amount of fish harvested from a fish stock directly affects the stock size), and other indicators are more
important for assessing indirect impacts related to the regenerative capacity of the system (e.g., effects
of reductions in genetic diversity on regeneration rate in fisheries). Currently, the latter type of indirect
impact pathways is poorly covered, partly because it often involves impact pathways characterized by
a high degree of nonlinearity, e.g., a sudden collapse of ecosystem functions when the ecosystem is
pushed beyond a certain threshold/tipping point [70,88,113].

Covering impacts on both the primary production system and the supporting systems calls for an
expansion of the system boundaries of the assessment beyond normal practice. Adopting such a broad
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system perspective is a challenge in terms of resource requirements, and also in terms of modelling
capacity, data availability, and the often-limited conceptual understanding of several of the impact
pathways governing the sustainability of bio-based production systems [70,113]. To better capture these
impact pathways in the assessment requires targeted efforts towards several methodological challenges.

4.1. Accounting for Spatial Variation

More efforts need to be directed towards improving the level of spatial detail in the assessment,
and how variations in geology, topography, land cover and other physical geographical features (also
referred to as spatial variations [12]) affect the sustainability of bio-based production systems [12].
For instance, biodiversity and many ESs depend on local geography and landscape configuration [105].
Impacts on biodiversity and ESs from agriculture expansion have, for example, been shown to be
strongly affected by the configuration of the surrounding landscape, as this influences the availability
of suitable habitats for biodiversity and natural pollinators. Spatial variations in the surrounding
landscape also affect local hydrology and cause potential soil erosion [105]. As agricultural systems
are heavily dependent on these factors for their regeneration, and also heavily influence them, local
geography and spatial variability clearly need to be accounted for in the sustainability assessment of
these and other bio-based systems [26].

Increasing the level of spatial differentiation in the assessment requires location-explicit data,
and the development of geographically tailored impact models [46]. Typically, however, the necessary
data to do this at the local and sub-regional scale are missing, and researchers are left to rely
on the extrapolation of national or regional averages [40,51,114]. This can strongly reduce the
representativeness of the results of the assessment, especially if the input values are based on national
averages for a large and heterogeneous country, encompassing large variations in geology, topography,
land cover etc. In such a case, assuming the impact pathways will be homogenous for the entire
reference area might be an oversimplification, as these can vary significantly with spatial variations
and geographical heterogeneity [14,115].

Accounting for spatial variability to a greater extent than is the case today is likely to be of
great importance for ensuring the sustainable development of the growing bioeconomy. The ongoing
transformation towards bio-based production, and the increasing use of biomass, is likely to lead to an
economy where feedstock is produced, sourced, and processed in a variety of geographically diverse
locations—even more so than in the case of current fossil supply chains [116,117]. Transformation
towards a more distributed and regionalized, or even localized, economy entails an increasing degree
of spatial variation across production systems that needs to be accounted for, in order to ensure that
the sustainability of these systems is reliably assessed [9]. In order to achieve this, several researchers
have proposed approaches where multiple assessment methods, or features from different assessment
approaches, are used in combination [13,46,112,118]. For example, Jeswani et al. [118], and Ford
et al. [39] suggested using LCA in combination with Environmental Impact Assessment (EIA), as the
EIA approach is designed to take local geography, and potential background pressures that are typically
not considered in LCA, into account. The regionalization of LCA, using Geographical Information
Systems (GIS), is another promising approach under development [46]. For example, the LCA software
OpenLCA [119] allows the use of GIS data for location-specific inventory development, and the
defining of regionalized impact factors in the assessment process [120]. However, challenges remain,
both in the collection and availability of spatially explicit data, and in how to incorporate necessary
spatial features, such as landscape configuration, into the impact models. These are important aspects
for ensuring meaningful impact assessments at the regional and sub-regional scale [105], and require
an increased use of primary and secondary local data (e.g., with the help of GIS and satellite and image
analysis technologies), and for an increased use of local knowledge that would be integrated into the
impact models [13,105]. Development in this direction could increase the accuracy of the assessment,
but also require more time and effort devoted to data collection, processing, and analysis, as well as
increasing the level of complexity of the assessment.
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4.2. Local Environmental Uniqueness

Closely related to spatial variations are what Reap et al. [12] describes as features of “local
environmental uniqueness”. This denotes non-physical, spatially varying, parameters and characteristics
of a system that influence how sensitive the system is to external pressures. Examples include soil quality
factors, soil buffering capacity, population density, etc. [12], but environmental uniqueness can also refer
to qualitative aspects, such as the type of farming practices used, or variations in qualitative and genetic
aspects of biodiversity (e.g., occurrence of endemic or red-listed species) [12,41]. These factors can
strongly influence the sustainability of a production system and its environmental impacts. For bio-based
production systems, these, often intangible, factors can be particularly important to consider in the
assessment, as they influence the production system, its surrounding supporting systems, and the
shape and magnitude of interlinkages between the two [13,26]. For example, soil quality properties,
such as soil organic carbon (SOC) content, water holding capacity, texture, chemistry, microbiology,
etc. are examples of local environmental uniqueness of great importance for soil productivity and
resilience [121,122]. In an agricultural production system, productivity and environmental impact
are both strongly affected by these soil quality parameters [41]. High-quality soils can give greater
yields per unit effort than low-quality soils, and lower quality soils may require more intensive farming
practices to be economically productive, e.g., in the form of additional fertilizer use and intensified
tillage, increased nutrient runoff, and subsequent environmental impacts [123]. Since soil quality
can vary significantly within and between regions, this aspect of local environmental uniqueness can
strongly influence farming practices and, subsequently, the sustainability of seemingly very similar
production systems [26].

It is also important to keep in mind that many aspects of local environmental uniqueness are
not static but are rather highly dynamic parameters that are continuously changing in response to
external pressures. For instance, SOC contributes to several beneficial soil functions, including soil
productivity, carbon sequestration, and water and nutrient retention [124]. Soil tillage practices can also
increase agricultural productivity by improving soil structure. However, long term, intensive tillage
can also cause the depletion of SOC by accelerating decomposition [124]. With losses of SOC beyond
a certain threshold, the benefits previously provided by SOC start to decline, and soil productivity
is eroded, further increasing the need for an intensification of tillage and other farming practices,
in order to maintain productivity. The result is a reinforcing feedback loop of decreasing soil quality,
leading to reductions in soil productivity. This simple example illustrates that soil quality, and other
parameters of environmental uniqueness, cannot be treated as spatial and/or temporal constants in
the sustainability assessment of these systems. At a high level of SOC, or any other parameter of
environmental uniqueness, the environmental impacts from a production system (e.g., tillage farming)
may be negligible, or even beneficial, for productivity. From a long-term perspective, however, if the
disturbance continues, and the parameter decreases beyond a certain level, this can trigger feedback
loops causing the environmental impacts of the previously sustainable production system to escalate.

Most methods for environmental assessment, including state-of-the-art LCA, tend not to capture
many important aspects of local environmental uniqueness. At best, a simple characterization is made
where the dimensions of environmental uniqueness are organized into discrete categories (e.g., farming
practices are commonly categorized into conventional vs. organic [26]), but, in many cases, such
differentiation is non-existent (e.g., in biodiversity assessments, species vulnerability or endemism
are rarely accounted for [43]). The reality is that dimensions of environmental uniqueness cannot be
treated as discrete categories, but should rather be seen as a range, or spectra [26]. The studied system
is constantly moving along these spectra, shaped by synergies and feedback interactions triggered by
its own management, and by influences from surrounding systems [26].

Accounting for environmental uniqueness, and for the interactions and emergent system properties
these create (feedback relationships, system thresholds, etc.), is a significant challenge that needs
to be addressed in order to further improve the sustainability assessment of bio-based production
systems [112,113,125]. While significant research is being conducted on developing more regionalized,
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or even location specific, environmental assessments [126,127], the limited availability of impact models
accounting for the unique features of the local environment remains an obstacle. Instead, practitioners
are often forced to rely on more readily available, site-generic impact models, due to the lack of detailed
knowledge regarding the local uniqueness of the territory studied [15,26,126,128]. Adding the necessary
level of detail to the assessment will often require extensive data collection, and close collaboration
with local stakeholders and experts from multiple disciplines and sectors [112,126,129]. This approach,
building on local knowledge as a central component in the assessment and management planning,
has been advocated in several studies, including case studies on coastal and freshwater fisheries in
Sweden, the Mediterranean, Brazil and Southeast Asia [130-132], forest biodiversity management in
Europe [133], and on sustainable agriculture development in the UK [134]. Furthermore, examples of
collaborations across scientific disciplines and methods to capture and analyze this environmental
uniqueness have been documented in studies where, e.g., LCA methods have been combined with
GIS [120,126], System Dynamics modelling [88], Ecosystem modelling [105], and Group Model
Building [135].

There is a risk that important environmental impacts may be overlooked if environmental
uniqueness is not considered in the assessment [92,105]. However, adding levels of detail to the
assessment exemplified above is resource intensive, and requires a greater degree of cross-discipline
collaboration and stakeholder involvement than what is common in conventional assessment
methods [105].

4.3. Environmental Dynamics

The importance of accounting for environmental dynamics has been introduced in Section 4.2.,
exemplified with the change in the decomposition rate of SOC in response to tillage. More generally,
environmental dynamics refer to temporally changing aspects that influence the state of the studied
system, its interactions with surrounding systems, and the magnitude of its environmental impact. This
includes, for example, the timing and rate of release of emissions, timing and rate of resource extraction,
temporal delays, seasonal variations, etc. [12]. Bio-based production systems are particularly sensitive
to these factors, and they can significantly influence their environmental performance. For instance,
seasonal food web dynamics can significantly affect biodiversity impacts from fish harvesting [9],
and provisioning of ESs can be more or less affected by a stressor depending on its timing over
the year [41,107]. There can be temporal delays between the time of environmental impact and the
observed effect on ESs (e.g., due to variations in supply and demand for the service over time [107]),
and the productivity and input requirements of a production systems can change with its age (e.g.,
perennial cropping systems exhibit nonlinear patterns of increasing and then decreasing yields per
unit effort over their lifetime [136]).

Environmental dynamics can also indirectly influence the long-term sustainability of bio-based
production systems via their effects on key supporting systems. The hydrological system is one example.
As described above, freshwater is a critical resource for most terrestrial bio-based systems, and in
many areas, groundwater is the dominating source [137]. Groundwater availability is determined
by the local hydrology, influenced by several factors, such as percolation rate, soil type, temperature,
etc. However, the hydrological system is also characterized by temporal and spatial delays, meaning
that it takes time before the full effect of a disturbance at one part of the system is experienced in
other parts of the system [138]. For instance, a farmer may want to increase productivity by investing
in irrigation. Therefore, the farmer decides to increase groundwater use by drilling a new well and
increase extraction. Due to the temporal delays in the hydrological system, an immediate effect on the
groundwater level in neighboring wells may not be experienced. Depending on the local hydrology,
it may take one, or several, years before the increased water extraction affects neighboring wells further
downstream. Once the effect has reached neighboring areas, and the farmer cuts extraction back to its
original value, the decline in groundwater level will continue for some time before it slowly starts
increasing back to its original level [138]. The dynamics of the hydrological system makes sustainability
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assessment and management of any bio-based production system relying on the water resource very
difficult, as the true effect of altered water use is only seen after a considerable time delay. If, during
this delay, the farmer has made capital investments in an irrigation system, and expanded irrigation
to finance these investments, he may now find himself in a lock-in, relying on an unsustainable
exploitation of water resources in order to maintain productivity and economic profitability.

Environmental dynamics are often overlooked in environmental assessment studies. In LCA,
a steady-state approach is typically taken, where emissions and resource consumption occurring
throughout the studied lifecycle are aggregated into a single value and assigned to a given point in time.
The potential environmental impacts are characterized using predominantly linear impact assessment
models and thus, time-dependent changes in environmental processes, in the production system, or in
the environment responsiveness to stress, are not considered [139,140]. This can be problematic for the
reliability of the assessment, as environmental stressors are often stochastically spread out in time,
and the magnitude of their impact fluctuates with the development of the receiving system, and with
the accumulation of environmental pressure [10,26,88,104,139]. This approach reduces the reliability of
the assessment as a tool for policy development and scenario-based planning. With growing interest in
using LCA for predictive modelling, bioeconomy strategic planning, and the assessment of emerging
technologies, several authors stress the need to either develop the LCA methodology, or to complement
it with other methods in order to better integrate temporal dynamics [10,13,47,112,141,142]. A challenge,
though, is that most operational LCA methods do not incorporate the necessary temporal information,
or the required case-specific data are not available, to account for environmental dynamics in the
impact assessment [41,140]. On the one hand, deepening the assessment to include this information
could result in a substantial level of detail and an increase of depth to the assessment. On the other
hand, Almeida et al. [143] stresses that it is not always the case that the extra effort required to increase
the temporal resolution of the LCA matches the potential gain in results. Whether or not this is the
case depends on the context and objectives of the study. It is likely that short-lived processes are
less affected by temporal dynamics than long-lived processes, and it is also likely that sensitivity to
temporal dynamics varies between different systems [104,143].

In conclusion, adding temporal dynamics to the assessment of bio-based production systems
could, in many cases, allow for a more accurate impact assessment. These systems are typically strongly
affected by seasonal variations, and the production system and its supporting systems are constantly
evolving, causing changes in their environmental performance and response to environmental stressors.
Unless these dynamics are taken into consideration in the assessment process, the results, and the
following policy actions, are likely to be based on a static system perspective when, in fact, the system
is highly dynamic. However, with the added effort this type of assessment might entail, it is up to
the practitioner executing the assessment to evaluate how significant environmental dynamics are to
the objectives of the study, and for which aspects of the impact model it is worthwhile to invest in
temporal differentiation [104,144].

5. The Way Forward

5.1. Expanding System Boundaries

Ensuring the sustainability of bio-based production systems requires assessments methods that
are tailored to the specific characteristics of these systems. To ensure long-term sustainability, the rate
of resource extraction must not exceed the rate of regeneration, and the regeneration capacity of
the system must not be diminished [24]. In an environmental sustainability assessment, this entails
expanding the system boundaries beyond conventional practice so that both the primary system
and its supporting systems are covered, and the cross-system interactions involved in providing the
necessary conditions for regeneration are accounted for [23]. “What are the conditions necessary
for maintaining the regeneration capacity of the systems?” and, “what are the supporting systems
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necessary for maintaining these conditions?” are two helpful questions for practitioners to consider
when deciding upon the system boundaries at an early stage of an assessment study.

5.2. Rethinking Impact Categories

Broader system boundaries call for a subsequent expansion of the environmental impact categories
covered, so that impacts on both the primary system and its supporting systems are considered. More
specifically, efforts must be targeted towards improving the coverage, and impact models, of categories
affecting the regeneration capacity of bio-based systems. In this study, we have focused on a select few,
historically underrepresented, impact categories, that are generally agreed to be of great importance for
the long-term sustainability of many bio-based production systems (biotic resource depletion, water
use and biodiversity and ESs).

These impact categories are challenging to assess because they are characterized by being
multidimensional and complex concepts, often with multiple factors affecting the primary production
system and surrounding supporting systems. In most assessments, however, these impact categories
are represented in a highly aggregated format. In order to truly model these impact categories, they
need to be disaggregated into their different dimensions, accompanied by suitable indicators for each
dimension. For example, biodiversity needs to be differentiated into dimensions including species
diversity, genetic diversity and functional diversity, each accompanied by representative indicators to
measure their impacts on both the primary production system and its supporting systems.

5.3. Contextualizing the Impact Models

Once sufficiently broad system boundaries have been set (including both the primary system and
its supporting systems), key impact categories have been identified, and their different dimensions
and indicators established, the impact pathways connecting the impact categories with the bio-based
production systems need to be understood and modelled. Entangling these impact pathways requires
targeted efforts towards moving away from generalized assessments, and instead moving towards
more context specific impact models. By increasing the level of spatial- and temporal differentiation
in the assessment, including more details on geographical variations, environmental uniqueness,
and environmental dynamics of the system, a more representative assessment of its long-term
sustainability can be achieved. This entails several methodological challenges, some of which were
discussed in Sections 4.1-4.3. To overcome these challenges, we advocate increased collaboration with
other research fields, such as ecological science, system theory, risk modelling, scenario analysis, etc.,
increased collaboration with local stakeholders and actors with local ecological knowledge, and the use
of approaches where multiple modelling methods are applied in combination (e.g., LCA is combined
with GIS, ecological modelling methods, and System Dynamics modelling).

Before initializing this type of cross-discipline and multi-modelling approach, one should be
aware that the efforts and resources required for such an assessment can be significant. If reliable
location-specific data and impact models are not available, these need to be collected and developed as
part of the assessment process. With the inherent complexity of many bio-based systems, and the often
incomplete understanding of the processes and feedback loops connecting them to their supporting
systems, making assumptions regarding the structure and dynamics of the impact pathways may be
required in the modelling process. Some would argue that expanding the assessment as advocated
above will only lead to added uncertainty and costs, while being of little help in guiding the transition
to a sustainable bioeconomy. We argue differently. As presented in this review, taking a systems
approach in sustainability assessments, tailoring it to the context of the study by including a significant
degree of case-specific information and impact models, is a necessity to ensure the criteria for the
sustainability of these systems are met. It is true that the models developed for such an assessment will
never constitute perfect representations of reality, and a certain degree of uncertainty is unavoidable.
However, the complex nature of bio-based systems cannot be ignored. Even an assessment based
on imperfect models, as long as it is built on best-available knowledge and transparent assumptions,
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is likely to be better guidance for sustainable development than an approach where the complexity of
the issue is marginalized, and significant drivers of environmental degradation are intentionally left
out due to limitations in modelling capacity.
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Abstract

Ensuring sustainable management and an adequate supply of freshwater resources is a
growing challenge around the world. Even in historically water abundant regions climate
change together with population growth and economic development are processes that are
expected to contribute to an increase in permanent and seasonal water scarcity in the
coming decades. Previous studies have shown how policies to address water scarcity
often fail to deliver lasting improvements because they do not account for how these
processes influence, and are influenced by, human-water interactions shaping water
supply and demand. Despite significant progress in recent years, place-specific under-
standing of the mechanisms behind human-water feedbacks remain limited, particularly
in historically water abundant regions. To this end, we here present a Swedish case study
where we, by use of a qualitative system dynamics approach, explore how human-water
interactions have contributed to seasonal water scarcity at the local-to-regional scale. Our
results suggest that the current approach to address water scarcity by inter-basin water
transports contributes to increasing demand by creating a gap between the perceived and
actual state of water resources among consumers. This has resulted in escalating water use
and put the region in a state of systemic lock-in where demand-regulating policies are
mitigated by increases in water use enabled by water transports. We discuss a combina-
tion of information and economic policy instruments to combat water scarcity, and we
propose the use of quantitative simulation methods to further assess these strategies in
future studies.

Keywords Water - Resource management - Socio-hydrology - Systems thinking - System
dynamics
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1 Introduction

Water scarcity is a growing problem impacting human health, economic development and
ecological systems in many regions around the world (Wimmer et al. 2015). Pressure on global
freshwater resources, driven by population growth, expansion and intensification of agricul-
ture, urbanization, industrial development and climate change, are expected to push up to 50%
of the world’s population into a state of permanent or periodic water insecurity by 2050
(United Nations 2018).

Addressing this challenge requires integrated approaches that account for how water acts as
a link between different parts of society and nature. Better understanding of how actions in one
part of the interconnected social, hydrological and ecological system, may have cascading
effects across space and time is pressingly needed (United Nations 2018). Integrated Water
Resources Management (IWRM) (Gorre-Dale 1992) is the dominating approach used in the
management and planning of water resources. However, the IWRM approach has gained
critique for treating the social and hydrological sectors as isolated subsystems that to a large
extent develop independently from one another (Blair and Buytaert 2016). This approximation
may be sufficient for short-term management but for long-term planning and policy making,
failing to account for the bidirectional human-water feedbacks can lead to unintended conse-
quences and “policy resistance” (Di Baldassarre et al. 2019; Sterman 2000a).

Policy resistance is the phenomenon where well-intended policy solutions fail to produce
their desired outcomes due to unanticipated feedback effects, triggered endogenously by the
causal structure of the targeted system (Sterman 2000a). Two well-documented examples of
policy resistance with respect to socio-hydrological interactions are “Water Rebound Effects”
(Beal et al. 2014), where improvements in efficiency lead to higher total consumption, in
addition to “Supply-Demand Cycles” (Kallis 2010), where increases in water supply capacity
enable growth that generate further capacity demand. These phenomena occur because policies
are designed and implemented without taking into account the two-way feedbacks between the
physical, technical and social dimensions of the human-water system, leading to counterintu-
itive changes in water demand (Di Baldassarre et al. 2019).

Over the last years, considerable progress has been made in building macro-level theories
on how socio-hydrological interactions influence water system behavior, and in the scientific
community there is a strong consensus on the importance of accounting for these interactions
in water management and planning (Di Baldassarre et al. 2019; Langarudi et al. 2019). Despite
these advancements, in-depth and place-specific understanding of the mechanisms behind
human-water feedbacks remain limited (Xu et al. 2018). Among practitioners the water
management and planning process still relies heavily on hydrological and socio-economic
forecasts largely conducted in isolation from one another (Di Baldassarre et al. 2019). To
address this knowledge gap, further case-based studies are needed that can generate insights on
the role of human-water feedbacks in different social and hydrological settings (Blair and
Buytaert 2016).

Among published socio-hydrological case studies, regions with a long history of water
scarcity (including the Mediterranean, the Middle East, Australia, parts of the US and parts of
Africa) are relatively well-represented (Blair and Buytaert 2016). In contrast, Sweden and
other historically water-abundant regions are poorly represented. However, unusually dry
weather conditions in recent years have caused local-to-regional seasonal water scarcity to
become a growing problem even in these typically water-abundant areas (Ahopelto et al.
2019). With the effects of climate change, this development is likely to continue in the coming
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decades (Asp et al. 2015). Thus, understanding how socio-hydrological interactions influence
water scarcity, and how to manage these interactions, is pressingly needed to guarantee a
sustainable future water supply also in hitherto water secure regions.

To this end, we here present a case study from the Swedish island Faro where we investigate in
what ways human-water interactions have contributed to policy resistance, leading to reoccurring
and increasingly severe, periods of seasonal water scarcity over the last two decades. We apply a
systems thinking (ST) approach, using qualitative system dynamics (SD) to identify the key human-
water feedbacks contributing to seasonal water scarcity. The SD method is well-established in the
field of social systems modeling in general and socio-hydrological modeling in particular (Bahaddin
etal. 2018; Di Baldassarre et al. 2019), and focuses on capturing how the interactions of biophysical
and social processes drive overall system behavior. The strength of the method is in its flexibility to
model both physical and behavioral processes, and its transparency and ability to shed light on the
dynamics emerging from interacting processes in the studied system (Di Baldassarre et al. 2015).
We first present the methodology applied to assess the links between the society and the water
systems and the logic we use to connect these. Specifically, the identified feedbacks are synthesized
into a causal map, providing a conceptual model of the socio-hydrological processes governing
water supply and demand on Férd. As a second step, the conceptual model is used to analyze why
historic policies to combat water scarcity have turned out ineffective, and directions for future water
management are suggested based on the causal structure of the system. Findings from the study will
contribute to building well-needed conceptual understanding of how socio-hydrological dynamics
can influence water supply and demand at the local-to-regional scale and push previously water
secure areas into water scarcity. This knowledge is important for assisting communities and
practitioners in proactive water management and planning. The causal map developed in this paper
will be used as a basis for further developing a quantitative simulation model that allows assessing
the direct and indirect, short- as well as long-term, effects, synergies and tradeoffs, of different
policy measures on the availability of water and socio-economic development, on Faré and other
regions. The quantitative model will be presented in a forthcoming paper by the authors.

2 Materials and Methods
2.1 Study Area

Fard island (57.9°N, 19.1°E) is located in the Baltic Sea and belongs to the Swedish municipality of
Gotland. The area is approximately 114 km? with a yearly precipitation of about 500-600 mm and
average summer and winter temperatures of 16 °C and — 2 °C, respectively (SMHI, retrieved 2021-
02-03). The island has about 300 permanent households and 725 part-time households, used mainly
in the summer period, and tourism and agriculture are the dominating industries. The geology is
dominated by limestone bedrock covered by a thin layer (0—1 m) of postglacial sediments and
sedimentary rock. Due to the geological features, most of the groundwater aquifers are small and
respond quickly to changes in weather and/or extraction rates. The only exception is a compara-
tively large aquifer located in the northeastern part of the island where deep layers of acolian sand
sediments (up to 20 m in depth) allows for considerable groundwater extraction and storage (SGU
geokartan, 2021-02-03). This is where the only municipal water plant on the island is located and
from here a public grid supplies water to the majority of the tourist facilities, and about 50 residential
households. Households outside the public grid rely on private wells for their water supply (Region
Gotland 2014; Sjostrand et al. 2014).
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Over the last two decades, Far6 has developed into a popular tourist destination. During peak
season (June — August) about 10,000 tourists and part-time residents visit the island (Region Gotland
2014). The visitors are concentrated in the area around the public grid where most of the tourist
attractions are located, creating a sharp increase in water consumption that coincides with the
seasonal low point in groundwater generation, putting a lot of pressure on the municipal water
System.

The municipal water plant started experiencing problems keeping up with demand in the early
2000’s. Since 2006, water demand has exceeded supply capacity every summer and the munici-
pality has been supplementing the local plant with water transported by truck from neighboring
regions of Gotland. Over the years, several policy measures have been introduced by the munici-
pality to reduce the reliance on transported water (Table 1).

Despite the abovementioned efforts, the extent of the transports has grown from about 1500 m?
in 2006 to more than 3000 m3 in 2019, with a record peak in 2016 when 5500 m? of water was
delivered. The only exception to the trend was 2017 when transports were reduced due to the
exploitation of a new aquifer that was later terminated (Table 1). To meet peak season demand
(approximately eight weeks every summer) the municipal water services are at present relying on
daily water deliveries (Region Gotland personal communication, 2020-05-11). This is not only
economically costly for the municipality; low water self-sufficiency is also a significant risk for the
region if the water supply-chain would be disrupted. Furthermore, according to recent economic and
climate projections for the region, water demand is likely to continue to increase in the coming
30 years, and supply is expected to become increasingly unpredictable. Together, these two trends
are likely to further increase the pressure on the water supply systems on Far6 (Eklund 2018).

Table 1 Public policies adopted to reduce reliance on water transports

Policy Year of Description
introduction
Restrictions on new 2000 A full stop on new connections to the public water grid is enacted.
connections to the public No new requests are accepted until local water self-sufficiency
grid can be ensured. Exceptions are made to communities of

households where inadequate drinking water supply or quality
poses a threat to human health.

Water use restrictions 2007 Consumers connected to the public grid are prohibited to use water
from the municipal grid for gardening and swimming pools. In
2007 the restrictions applied from June to September, but the
duration was gradually extended, and since 2016, restrictions
apply from April to October.

Information campaigns 2007 Information on the state of groundwater resources starts being
communicated by the municipality on their website.
Minimum well-capacity re- 2008 Documentation of a minimum well-capacity of 600 1 per hour
quirements becomes a requirement for building permits to be issued to new
off-grid house construction projects.
New aquifer exploitation 2016 A new municipal aquifer is identified and taken into use in 2016 to

supplement the existing aquifer. Exploitation of the aquifer is
terminated in 2018 due to unsatisfactory water quality.

Information campaigns 2017 An information campaign to encourage water savings in
households and among tourists is launched. Information and
encouragement to use water more efficiently is communicated
in media, on tourist resorts and on the ferry to the island.
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2.2 Methods

The assessment in this paper was conducted in two steps. First, a conceptual model, based on
participatory modelling exercises and municipal reports and planning documents, was designed
and validated (section 2.2.1.). Then, the model was used to identify and analyze potential feedback
mechanisms responsible for the increase in water scarcity on Fard in the past two decades (section
222).

2.2.1 Model Development

To model the key human-water interactions on Fard we adopted an approach grounded in
qualitative SD modeling, utilizing and triangulating a variety of different information and data
sources including participatory modeling, literature, statistical data and expert knowledge (Mar-
tinez-Moyano and Richardson 2013). The entire process was conducted in close collaboration
with the Department of Water Management at Region Gotland (RG), together with representa-
tives from Geological Survey of Sweden (SGU) and the Gotland County Administrative Board.
A total of 14 participants, including water utility engineers, technicians, water and environment
strategists, hydrogeologists and county water administrators participated in the model develop-
ment process (see supplementary information for details). The participants had no prior experi-
ences in SD modeling but were given an introduction to the concepts of positive and negative
causal relationships, causal mapping, and how circular chains of causality can form feedback
loops (Table 2), at the start of each modeling activity. Meetings, workshops and modeling
sessions were all conducted online using the Microsoft Teams video meeting function.

Model development started by semi-structured group discussions with representatives from
RG. The questions had been prepared beforehand and during the meeting the researchers acted
as facilitators, presenting the questions, taking notes, and moderating the discussions. First, the
participants were asked to describe how public and private water supply, water demand and
water sufficiency had been changing on Far6 over the period from 2000 to 2019. Based on the
descriptions, the researchers sketched the behavior of the described variables on “behavior
over time” (BOT) graphs (Andersen and Richardson 1997). Time was represented on the
horizontal axis and the state of the factor of interest, represented by the vertical axis, was
sketched as a continuous variable changing over time according to the participant descriptions.
From the BOT graphs, general trends in behavior were elicited together with the participants
(e.g. accelerating increase, accelerating decline, oscillations, etc.). These trends were described
as the overarching behavior modes, the problem reference modes, of the Far6 human-water
system (Sterman 2000b). The participants were then asked to describe: (I) what they conceived
as the underlying causes, the drivers, to the behaviors presented in the elicited graphs; (I1) what
effects these changes in water supply, demand and sufficiency had triggered (public policies,
consumer behavior changes, etc.); and (III) if there were other socio-economic or biophysical
trends they had witnessed during the same time period that could have influenced water
supply, demand and/or sufficiency. Results from the session were documented to be used in
the forthcoming modeling process before the meeting was closed.

After the group discussions, the behaviors elicited from the participants were validated by
comparing them to statistical data from Statistics Sweden (https://www.scb.se/en/) and RG.
The validation of the suggested cause-effect relationships was conducted by structure exam-
ination tests (Schwaninger and Groesser 2016); suggested causal connections were cross-
compared against findings from previous studies on Faro (Brunner 2014; Rivera et al. 2011;
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Table 2 Top section: graphical notation and polarity of causal relationships used in model development. Bottom
section: examples and behavior of reinforcing and balancing feedbacks. Adapted from Mirchi et al. (2012)

Connection

Causal
relationship

Examples of causal
relationships

A change in the state of A
causes the state of B to
change in the same
direction; all else equal, if
A increases/decreases, B
increases/decreases to a
state above/below what it
would otherwise have
been.

+
Number of Tourism water
tourists use
+

Temperature Evaporation

All else equal, a change
in the state of A causes
the state of B to change in
the opposite direction; all
else equal, if A
increases/decreases, B
decreases/increases to a
state below/above what it
would otherwise have
been.

Water use

per capita Water availability

Infiltration Runoff

Feedback loop

Behavior

Examples of feedback loops

Reinforcing (positive)
feedback. If the state of A
changes, this causes a
change in B that feeds
back to amplify the
change in A.

Behavior: accelerating
growth or decline.

Notation used in causal
maps: a curved arrow
with a capital R.

+

Income from
tourism

Number of
tourists

Capacity &
investments

Balancing (negative)
feedback. If the state of A
changes, this causes a
change in B that feeds
back to negate/dampen
the change in A.

Behavior: balancing
change, stabilizing
around a reference or
goal level.

Notation used in causal
maps: a curved arrow
with a capital B.

+

Water use Total water
per capita consumption

Water
availability
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Sjostrand et al. 2014), and the perspectives of subject experts to assess how well they matched
established understanding of the system. For instance, hydrogeologists from SGU were
consulted for validation of statements regarding hydrology and groundwater processes. When
no data or previous studies were available to confirm a causal statement or trend, it was cross-
checked for consistency with the statements from other participants in the study. The suggested
trend was assumed to be substantiated if there was uniform agreement about its overall
behavior (e.g. increasing, decreasing, oscillating) among the participants. If there was dis-
agreement, the suggested trend was further discussed in subsequent modeling sessions until
consensus could be reached.

Following validation, the BOT graphs and elicited drivers were used as a starting point from
which the chains of cause and effect were modeled backwards, striving towards providing an
endogenous explanation to the elicited trends according to methods described by Martinez-
Moyano and Richardson (2013) and Sterman (2000b). To achieve a consistent causal expla-
nation, the driving variables provided by the study participants were complemented by addi-
tional auxiliary variables from previous studies (Brunner 2014; Eklund 2018; Rivera et al.
2011; Sjostrand et al. 2014) and follow-up discussions with the participants. From this process
the first draft of the causal map was developed by the modeling team.

Structural validation and further refinement of the causal map were conducted through
a modeling workshop with the project participants. The draft model was presented on
screen and in a step-by-step fashion the researchers guided the participants through the
entire model, explaining the logic and assumptions of each causal link. The participants
were asked to critically review each link presented and indicate if they agreed or disagreed
with the suggested causation and polarity. The participants were also prompted to provide
suggestions for changes and improvements to the presented model structure. Suggested
changes were discussed within the group until consensus regarding their validity and place
in the model structure was reached. Structural adjustments suggested were documented
and implemented to the model structure by the research team after the workshop, gener-
ating an updated model draft. This cycle of participatory validation and adjustments was
repeated twice at which point no further changes to the model structure were voiced. The
result was a final conceptual model of the socio-hydrological processes regulating water
supply, demand, and sufficiency on Faro.

2.2.2 Model Analysis

Being able to distinguish which feedback loops in a system are responsible for generating an
observed behavior can provide qualitative information about suitable direction and design of
future policy interventions (Mirchi et al. 2012; Sterman 2000a). To this end, the conceptual
model developed in 2.2.1. was analyzed for feedback loops and these were labeled according
to the notations described in Table 2. By comparing the reference modes elicited in 2.2.1. with
the feedback structure in the model, initial hypotheses about feedback loops that drive system
behavior at any point in time in the past could be identified (Bahaddin et al. 2018).

Results from the feedback loop analysis were used to examine why historic policy
interventions to mitigate water scarcity had been ineffective. Lastly, the feedback structure
was used to provide directions for future water management policies by identifying interven-
tion points in the system that might help to shift loop dominance and loop direction towards
more desirable outcomes.
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3 Results

Results from the model development and the model analysis process are presented in section
3.1. and section 3.2. respectively.

3.1 Historic Behavior and Model Structure

BOT graphs of problem variables and trends elicited in the initial group discussions are
presented in Table 3 and the individual model variables in the final model are presented in
Table 4 together with their causal relationships. The full conceptual model is presented in Fig. 1.

3.2 Results from Feedback Loop Analysis

The final model consisted of a total of 14 feedbacks loops (Fig. 1 and Table 5). Dynamic
hypotheses derived from comparing the feedback structure of the model with the reference
modes in Table 3 are presented below.

Table 3 Dynamic behavior of key problem variables and trends elicited and validated during the model
development process. Modes of validation used include comparison to statistical data provided by Statistics
Sweden [A] or RG [B], literature [C] (reference in brackets), expert judgement by hydrogeologists from SGU
[D], and agreement within the project group [E]

Variable Behavior over time (BOT) Description

Water transports was used as a proxy for
water scarcity. Transportation of water
started in 2006 and has been increasing
since then except for the years 2017 and

2018 when a backup aquifer was
temporally taken into use by the

Water transports municipality.

Cubic meters/year

Water transports are concentrated to June,
> July and August as the coincides with the
tourist season.

2000 2019

Validated by: [B]

Cublic meters/year
A
On-grid water use has been increasing
since year 2000. The rate of increase has

On-grid water use been greatest in the last 4-5 years.

Validated by: [B]

4

2000 2019
Cubic meters/year

A

Water supply The water supply capacity has 'remamed
. stable over the study period.
capacity of the
public plant Validated by: [E]
2000 2019>
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Off-grid h

4

ouseholds

\

The number of off-grid households have
been steadily increasing for most of the
study period but in the last years the
growth shows tendencies of slowing down

Off-grid due to difficulties in finding housing sites
households . . >
with sufficient groundwater supplies.
> Validated by: [B, C, E]
= = (Brunner 2014)
On-grid households
s The number of on-grid households
increased up to 2006 and have since then
On-grid remained stable due to restrictions on new
households e connections to the public grid.
& Validated by: [E]
2000 2019”
Average housing standards
Average housing standards have been
Housing increasing over the study period.
standards /

y

Validated by: [E]

2000 €19
Tourists peryear .
The number of tourists per year have been
increasing over the study period. The rate
of increase has been accelerating in the
Tourists per year last ten years.
Validated by: [A, C, E]
> (Brunner 2014)
2000 2019

4 Discussion

4.1 What Drives the Increasing Water Transports and why Have Previous Policies

Been Ineffective?

To explain the historic growth in water transports illustrated in Table 3 one needs to
understand the combined effects of the feedback loops in the system. Water transports
is a response to the on-grid water gap and occurs when fotal-on-grid water use
exceeds the on-grid water supply. This is a supply-targeting policy and through BI it
can quickly close the gap by supplementing the local water system with water from
an exogenous source. Loop B4-B6 and B7 on the other hand reduce the gap by
lowering water use by imposing physical constraints, increasing awareness among
consumers, and/or by slowing down growth in tourism and housing standards. These
balancing processes (increasing supply or reducing consumption) can both individually
stabilize water transports, but in combination they can, counterintuitively, cause it to
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Table 4 Variables and causal relationships included in the final model. Variable definition is provided in italic
under the variable name in the left most column. Modes of validation follow the same logic as described in

Table 3

@ Springer

Variable (definition in italics) Causal rel hip Polarity Valid
Actual capacity gap Water use restrictions + [E]
The difference between the local water supply capacity | =—— Restrictions on new
(excluding transported water) and the total on-grid water connections to public + [E]
use grid
Aquifer extraction capacity
Local water supply
The physical extraction capacity from the municipal capacity * (E]
aquifer
Average well capacity
= | Off-grid water supply + [E]
The average water supply capacity of private wells
Connections to public grid On-grid households + [E]
. | —
The number of new consumers connecting to the public Off-grid households _ [E]
grid per year
Destination attractiveness : [C.E]
Tourists * (Formica and Uysal 2006)
The relative attractiveness of Fard as a holiday Property prices + [E]
destination New constructions + [E]
Fraction of aquifer exploited . [C,E]
—, | MNew constructions - (Bardi and Lavacchi 2009)
The fraction of suitable locations for private wells X
already exploited Average well capacity - [B, E]
Houschold water use
The total amount of water consumed by households on Total on-grid water use * [E]
the public grid per year
Housing standards
R ; €]
The property size, number of bathrooms, swimming pools Water use per capita * (Bich-Ngoc and Teller 2018)
and garden size
Local water supply capacity Actual capacity gap - [E]
The water supply capacity of the local municipal water On-grid water supply + [E]
system
New Constructions
= | Off-grid houscholds + [E]
The number of new house constructions per year
Off-grid households Off-grid water use + [E]
Private wells + [B, E]
The number of households with private wells outside the Connections to public . E
public grid grid [E]
Off-grid water gap Water extraction at tap N [E]
station
The difference between the off-grid water use and the off- | ==
grid water supply plus water extracted at the public tap Off-grid water use - [E]
station by off-grid households
Off-grid water supply
The supply of water to off-grid households from private Off-grid water gap ° [E]
wells
Off-grid water use
— Off-grid water gap + [E]
The water use by off-grid h holds
On-grid households == | Household water use + [E]
Connections to public R [E]
The number of h hold d to the public grid grid
On-grid water gap Water transports + [B]
Perceived water R [C]
The difference between the total on-grid water use and sufficiency (Di Baldassarre et al. 2018; Kallis 2010)
the on-grid water supply ‘Water use per capita - [E]
On-grid water supply
— On-grid water gap - [E]
The total water available to consumers on the public grid
Perceived water sufficiency Destination n [C,E]
attractiveness (Formica and Uysal 2006)
. . —
The perceived level of water self-sufficiency among .
. . Water use per capita + [E]
consumers on the public grid
Private wells Fraction of aquifer
— . + [E]
The number of off-grid private wells exploited
Property prices o [C.E]
—_— Housing standards + . ’
The average house price on Faro ¢ (Bich-Ngoc and Teller 2018)
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Restrictions on new connections to public grid

The extent and duration of restrictions issued by the | =—— C"""“""".Z“’ public - [E]
municipality, limiting the possibilities for new households e
to connect to the public grid
Total on-grid water use

— On-grid water gap + [E]
The total water use on the public grid
Tourists Total on-grid water use + [E]
—_— .
‘Water extraction at taj
The mumber of tourists visiting Férd every year tation P + [E]
Water extraction at tap station Total on-grid water use + [E]
—_— o
The amount of water extracted from public tap stations Off-grid water gap - [E]
‘Water plant capacity
. - _— -gri +
Technical extraction capacity of the municipal water On-grid water supply [E]
plant
Water transports
— -gri +
The amount of water transported by truck to supplement On-grid water supply [E]
the public water supply
Water use per capita
=3 | Household water use + [E]
The average water use per person and year
Water use restrictions
— Water use per capita - [E]

The extent and duration of water use restrictions applying
to consumers on the public grid

escalate: When B! closes the on-grid water gap by increasing supply, this contributes
to maintaining a perception of water sufficiency among consumers. Incentives to save
water erode (B4), and in the longer-term this drives investments in water-demanding
capital, e.g. the expansion of tourist capacity and the improvement of housing
standards (B5-B7). This combination of balancing feedback loops can help explain
why historic policies to reduce consumption (see Table 1) have been ineffective in
providing lasting reductions on water use.

Many of the investments in water-demanding capital that are made possible thanks to the
water transports are long-lived. For instance, a new hotel may have a lifetime of several
decades during which it will require a steady water supply to operate. Therefore, water
transports indirectly contribute to slowly increasing the water supply necessary for the island
to meet the minimum requirements of its businesses and households. This phenomenon of
increased supply causing an increase in demand, also known as supply-demand cycles (Kallis
2010), can help explain the growth in on-grid water use, tourists and water transports
presented by the BOT graphs in Table 3.

The long lifetime of the water-consuming capital can also help explain why historic policies
to decrease water use have been ineffective in reducing water transports. New investment
decisions are made with the expectation that water transports will continue and water supply
will remain high. Once the investments have been made it is very difficult for the municipality
to phase out water transports, thereby reducing water availability back to its previous level,
without negatively impacting investors (Greve et al. 2018). This results in a systemic lock-in, a
phenomenon where historic events determine the future behavior of the system. These effects
are well-documented in studies on human-energy systems (Seto et al. 2016), and our results
suggest system lock-ins can also arise in human-water systems where they can greatly interfere
with future water management policies. These findings are in line with previous studies
(Markolf et al. 2018) and illustrate the importance of understanding and assessing the potential
the systemic impacts of water management strategies.
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Fig. 1 Final conceptual model derived from the causal relationships described in Table 4. Causal connections with
double dashed bars indicate that there is a time delay between cause and effect. Curved arrows with a capital B/R
represent balancing and reinforcing feedback loops respectively according to the notation explained in Table 2

As illustrated in Fig. 1, there is a distinction between the on-grid water gap and the actual
capacity gap. The on-grid water gap puts a physical limit to consumer water use (if the gap
grows too big, supply failures start occurring) but the actual capacity gap is the difference
between the local water supply capacity of the public system and the fotal on-grid water use.
In contrast to the on-grid water gap that can be periodically closed by supplementing supply
with transported water, the actual capacity gap has been growing throughout the study period
as water use has increased but local supply capacity has remained steady (see Table 3). The
growing actual capacity gap has caused municipal water use restrictions to increase in both
scope and duration during the study period (B3) and caused a decline in the number of new
connections to the public grid (B2). Even though small reductions in water use have been
attributed to these restrictions (about 10-15% decrease, Region Gotland personal communi-
cation 2020-05-11) and the number of on-grid households have stabilized (Table 3), the
reductions in fotal on-grid water use have not been permanent. After a 12-24 month delay
following observed effects of restrictions, water use has tended to return to, or above, its
previous levels (Region Gotland personal communication, 2020-05-11). This suggest that loop
B2 and B3 are insufficient to counteract the growth in water consumption caused by the
supply-demand cycles described above.
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Table 5 Identified feedback loops and a description of the dynamic behavior they generate in the context of the
study. Loop numbers with the prefix B/R represent balancing and reinforcing feedback loops respectively
according to the notation explained in Table 2

Feedback
loop

Description

Bl

B2

B3

B4

B5

B6

B7

B8

B9

Causal chain: on-grid water gap =» on-grid water supply =» water transports => on-grid water gap

Behavior: as the on-grid water gap expands this trigger more water transports which closes the gap by
increasing the on-grid water supply.

Causal chain: total on-grid water use =¥ actual capacity gap = restrictions on new connections to public grid
=3 connections to public grid =¥ on-grid households =» household water use = total on-grid water use

Behavior: when total on-grid water use grows, this expands the actual capacity gap, which makes the
municipality enforce stronger restrictions on new connections to public grid. The restrictions reduce
the number of connections to the public grid, thereby maintaining the number of on-grid households
and household water use lower than and they would otherwise have been which reduces total on-grid
water use.

Causal chain: actual capacity gap => water use restrictions = water use per capita = household water
use = total on-grid water use =¥ actual capacity gap

Behavior: if household water use increases, total on-grid water use will also increase, and the actual
capacity gap expands. The expanded gap causes the municipality to enforce stronger water use
restrictions which drives down water use per capita and makes household water use decline again.

Causal chain: on-grid water gap =? water use per capita => household water use = total on-grid water
use = on-grid water gap

Behavior: if the on-grid water gap grows very large this will eventually cause water use per capita to
decrease due to supply failures. The reduction in water use per capita will cause household water use
and fotal on-grid water use to decrease, eventually reducing the on-grid water gap.

Causal chain: on-grid water gap = perceived water sufficiency = destination attractiveness = tourists
= total on-grid water use => on-grid water gap

Behavior: if the on-grid water gap increases to a level where it starts influencing water supply to tourist
facilities this will cause the perceived water sufficiency to decline, reducing the destination
attractiveness of Far6. Falling destination attractiveness will cause the number of fourists to decline
and total on-grid water use to go down, making the on-grid water gap shrink due to lower demand.

Causal chain: on-grid water gap =2 perceived water sufficiency = destination attractiveness =» property
prices = housing standards => water use per capita = household water use = total on-grid water use
=2 on-grid water gap

Behavior: if the on-grid water gap is closed, the perceived water sufficiency goes up and destination
attractiveness increases. Higher destination attractiveness leads to higher property prices which over
time drives up housing standards. Higher housing standards increases average water use per capita,
increasing household water use and total water use, causing the on-grid water gap to expand again.

Causal chain: on-grid water gap =2 perceived water sufficiency =» water use per capita =» household
water use = total on-grid water use = on-grid water gap

Behavior: if the perceived water sufficiency increase, this causes an increase in water use per capita,
higher household water use and a growing fotal on-grid water use. The increased water use causes the
on-grid water gap to expand and perceived water sufficiency among consumers declines again.

Causal chain: off-grid households =2 private wells =2 fraction of aquifer exploited = new constructions
= off-grid households

Behavior: When the number of off-grid households increase, this leads to more private wells being
drilled and the fraction of aquifer exploited increases. This pushes down the number of new
constructions because it gets progressively harder to find new housing sites with

sufficient aquifer capacity for exploitation, thereby reducing further growth in off-grid households.

Causal chain: on-grid households => connections to public grid => on-grid households
Behavior: If the number of on-grid households increase fewer new connections to public grid will be

allowed by the municipality, keeping the number of on-grid households below what they would
otherwise have been.
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Table 5 (continued)

Feedback Description
loop

B10 Causal chain: off-grid households =» connections to public grid = off-grid households

Behavior: The municipality generally do not approve new households to connect to the public grid
because of the current low level of water self-sufficiency. However exceptions are sometimes made
and thus, if the number of off-grid households increase the number of new connections to the public
grid will also increase, thereby reduce the number of off-grid households below what it would
otherwise have been.

BI1 Causal chain: off-grid water use = off-grid water gap = off-grid water use

Behavior: If the off-grid water use increases this will increase the off-grid water gap, and if the gap
grows big enough it will reduce the off-grid water use below what it would otherwise have been.

B12 Causal chain: water extraction at tap station =¥ off-grid water gap => water extraction at tap station

Behavior: If the off-grid water gap increases, e.g. because demand exceeds the supply capacity of the
private wells, this will lead to more households having to go to the municipal tap station to get their
water. Water extraction at the public tap station will increase and the off-grid water gap to be
momentarily reduced.

B13 Causal chain: destination attractiveness =» new constructions = off-grid households =» off-grid water
gap (either via off-grid water use or via private wells) =» water extraction at tap station = total
on-grid water use => on-grid water gap =¥ perceived water sufficiency = destination attractiveness

Behavior: If the destination attractiveness of Faro increases this leads to more new constructions and
therefore a growth in the number of off-grid households. More households lead to a greater off-grid
water use and a growing off-grid water gap. The off-grid gap is closed by increasing water extraction
at tap station, which increases the total on-grid water use. This leads to a greater on-grid water gap
(effectively moving the gap from off-grid to on-grid). The growing on-grid water gap contributes to a
lower perceived water sufficiency, dampening further growth in destination attractiveness.

R1 Causal chain: actual capacity gap = restrictions on new connections to public grid =» connections to
public grid => off-grid households =? off-grid water use => off-grid water gap = water extraction at
tap station = total on-grid water use =» actual capacity gap

Behavior: When the actual capacity gap grows the municipality imposes more restrictions on new
connections to the public grid. More restrictions cause fewer connections to the public grid, in effect
reducing the movement of households from off-grid to on-grid, keeping the number of off-grid
households above what they would otherwise have been. More off-grid households increase the
pressure on the off-grid water system, resulting in more off-grid households that will need to use the
public tap station. This increases the total public water demand and making the actual capacity gap
grow even further.

R2 Causal chain: actual capacity gap =? restrictions on new connections to public grid =» connections to
public grid =» off-grid households = private wells =2 fraction of aquifer exploited =» average well
capacity = off-grid water gap = water extraction at tap station = total on-grid water use = actual

capacity gap

Behavior: Following the same logic as R1, an increase in actual capacity gap leads to a build up of
off-grid households beyond what otherwise would have been. More households lead to more private
wells and a greater fraction of aquifer exploited. Over time this leads to a decline in average well
capacity because there are fewer and fewer high-capacity well sites left to exploit. This increases the
off-grid water gap and, by the same logic as in R1, increases extraction at tap station, rises the total
on-grid water use and expands the actual capacity gap even more.

The remaining loops influencing water transports are R/, R2, B8 (indirectly) and B13. R1
and R2 will both, in theory, contribute to the on-grid water gap by increasing the number of
off-grid households that utilizes the public tap station, thereby increasing the fotal on-grid
water use. However, since no data is available on the use of the public tap station, the
contribution of these loops to the historic water transports cannot be determined. That said,
it is likely that if destination attractiveness is maintained high, e.g. by means of water
transports, this will attract more new constructions off-grid and thereby increase the extraction
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at the public tap station (B13). At least during dry years, when the probability of private wells
running dry is high, this can contribute to future water transports, in effect shifting the water
gap from the private to the public water system. The potential magnitude of this shift is largely
governed by loop BS; growth in off-grid households will eventually be limited by the
availability of housing sites with sufficient aquifer capacity for building permits to be issued.
As described in Table 1, minimum well-capacity requirements for new constructions have
been imposed by the municipality, strengthening the effect of loop BS, causing a slowdown in
the growth of off-grid households in some parts of the island (Table 3). It thus seems that
minimum capacity requirements for off-grid households can both reduce the risk for water
scarcity among off-grid consumers, and reduce the need for future water transports. However,
since these minimum requirements only apply for new constructions and not for upgrading or
expansion of existing houses, off-grid water use per capita and total off-grid water use may
continue to increase and contribute to water transports.

To summarize, our findings suggest that the growing need for water transports is a result of
the supply-demand cycles created when an increase in water supply contributes to a further
increase in demand. In the short run, increasing water transports addresses the symptom of the
problem (the on-grid water gap), but the policy fails to address, and may even enforce, the
underlying human-water interactions that drive the demand cycles and the lock-in effects they
create in the long run.

4.2 How Can Future Water Scarcity and Increasing Reliance on Water Transports Be
Mitigated?

As our findings suggest, and as supported by previous studies, improvements in regional
water self-sufficiency achieved by supply-targeted policies (e.g., inter-basin water trans-
fers or expansion of water reservoirs) will quickly be offset by increased water consump-
tion unless complemented by sufficiently rigorous policies on the demand-side as well
(Kallis 2010). Some of the demand targeting policies implemented by RG have contrib-
uted to reducing the number of consumers (e.g. by reducing the number of on-grid
households and limiting new off-grid constructions to areas with sufficient water supplies)
but lasting reductions in water use among already established consumers have not been
achieved. We hypothesize this is mainly due to the perception of water sufficiency among
consumers that is maintained high due to the reoccurring water transports. Thus, future
policies need to be directed towards bringing perceptions of the on-grid water gap closer
to the actual water gap, combined with policies that weaken the reinforcing effects
increasing supply has on water demand.

Suggestions for suitable policies may be found in previous studies. For instance, Mini
et al. (2015) conducted a study on the effectiveness of water conservation measures in
California, highlighting that mandatory restrictions, combined with pricing measures, can
be effective to reduce household water consumption. On Fard, consumption tariffs on
public water have not been extensively utilized as a policy measure to reduce consump-
tion. Introducing a pricing model where water tariffs are correlated with the level of the
actual capacity gap could create incentives to reduce water use. Applying this type of
pricing to both on-grid households and to the public tap station (which is currently free of
charge) is a possible policy to both bring perceived water sufficiency closer to the real
state of water sufficiency, and generate additional income for the municipality to invest in
the water supply system. On the other hand, Lu et al. (2019) conducted a study comparing
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the effect of price interventions and behavior interventions on household water consump-
tion in the UK. Results show that behavioral interventions may be more effective than
price interventions in regions where the household water bill is relatively small in relation
to household income. With the majority of houses on Faro being part-time holiday houses,
typically belonging to high-income consumers (Region Gotland personal communication,
2020-05-11), interventions focusing on behavior rather than price may be more suitable
for the region. Also, tourist water use would not be directly addressed by water pricing
schemes and therefore campaigns to increase awareness about the fragility of local water
resources may be a more effective strategy to reduce tourist water consumption (Gabarda-
Mallorqui and Ribas Palom 2016).

Because of the lock-in effects described in section 3.2.1., significant reductions in water
supplies is not a realistic policy solution for Fard. However, gradually increasing local water
supply capacity and successively replacing water transports, whilst at the same time control-
ling total on-grid water use by means of the fiscal and information policy measures described
above, could allow for a transition towards water self-sufficiency. Artificial groundwater
infiltration, wastewater recycling, seasonal water storage and stormwater utilization are all
examples of potential solutions to increase local water supply, see e.g. (Pincetl et al. 2019).
Falco and Webb (2015) present the use of “water microgrids” as a promising solution to
contribute to both consumer behavioral change and increase the resilience of water supply
systems. A distributed system for rainwater collection, storage and distribution could provide
significant redundancy as precipitation could be collected and stored during the winter season
when many part-time houses are not in use. In the summer, when water demand is high, the
collected rainwater can supplement the public grid and greatly reduce the stress on the
municipal groundwater aquifers. This would reduce the need for water transports and cut
some of the associated logistical costs. The money could instead be directed towards subsi-
dizing household water collection and storage infrastructure. Additionally, turning water
consumers to small-scale water producers would make households part of the water supply
system. Consumers could monitor the water level of their storage cisterns, constantly main-
taining an updated level of perceived water sufficiency, and therefore make more informed
decisions regarding their own consumption. Being more responsible for their own water
supply, consumers are less likely to make new investments in water-intensive capital, thereby
reducing the risk for unintended lock-in effects to occur.

5 Conclusions

In this study we have explored how human-water interactions can influence water supply and
demand at the local-to-regional scale. We have developed a conceptual model of how water
transfers can lead to supply-demand cycles and cause system lock-in effects, pushing previ-
ously water-secure regions into a state of escalating water scarcity that is resistant to policy
interventions. The case study presented provides a detailed account of some of the systemic
feedbacks contributing to this phenomenon and does so in a geographical region largely
underrepresented in the socio-hydrological literature. To address the growing reliance on water
transports on Fard, we suggest future policies to focus on a combination of information and
economic policy interventions (e.g. demand correlated water tariffs) to incentivize reductions
in water use, possibly in combination with a distributed system for rainwater collection,
treatment and storage. These policies would contribute to consumer perceptions of the state
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of water resources being more aligned with their actual state, thereby reducing the risk of
escalating water use. If these demand-side policies are effective, incomes from the water tariffs
could help finance the investments needed for establishing a distributed water supply system,
or other measures to increase the local water supply capacity, thereby reducing the need for
further water transports.

We want to emphasize that the scope of this study, and the qualitative model developed, do
not allow for detailed predictions to be made about what is the “optimal” suit of policies for the
studied region. Detailed policy assessments and recommendations would require the develop-
ment of a quantitative simulation model, which is the next step of this study. That said, we
believe that with the anticipated effects of climate change, and the growing demand for water
resources, many other regions worldwide are likely to face similar challenges as Fér¢ in the
coming decades. We hope that the findings from this study can support water resources
managers in these regions to anticipate the systemic impacts of their strategic choices, and
help them account for human-water interactions in the assessment and planning of future water
supply systems.

Supplementary Information The online version contains supplementary material available at https://doi.org/
10.1007/s11269-021-02819-1.

Acknowledgments Thanks to representatives from the Department of Water Management at Region Gotland
for their contributions in development and validation of the system map.

Authors’ Contributions All authors contributed to the study conception and design. Material preparation, data
collection and analysis were performed by A. Nicolaidis Lindqvist and B. Kopainsky, R. Fornell and T. Prade.
The first draft of the manuscript was written by A. Nicolaidis Lindqvist and all authors commented on previous
versions of the manuscript. All authors read and approved the final manuscript.

Funding This research was partially funded by SMHI — Swedish Meteorological and Hydrological Institute,
grant “Ansokan for utveckling av verktyg till stod for samhillets klimatanpassningsarbete, 2019”.

Declarations

Conflict of Interest The authors declare no conflict of interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and
indicate if changes were made. The images or other third party material in this article are included in the article's
Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included
in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy
of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Ahopelto L, Veijalainen N, Guillaume JHA, Keskinen M, Marttunen M, Varis O (2019) Can there be water
scarcity with abundance of water? Analyzing Water Stress during a Severe Drought in Finland.
Sustainability 11:1548

@ Springer


https://doi.org/10.1007/s11269-021-02819-1
https://doi.org/10.1007/s11269-021-02819-1
http://creativecommons.org/licenses/by/4.0/

Lindqvist A.N. et al.

Andersen DF, Richardson GP (1997) Scripts for group model building. Syst Dyn Rev 13:107-129. https://doi.
org/10.1002/(sici)1099-1727(199722)13:2<107:: Aid-sdr120>3.0.Co;2-7

Asp M et al. (2015) Framtidsklimat i Gotlands l4n - enligt RCP-scenarier vol 31. SMHI,

Bahaddin B, Mirchi A, Watkins D, Ahmad S, Rich E, Madani K (2018) System archetypes in water resource
management. In: World Environmental and Water Resources Congress 2018. pp 130-140. https://doi.org/10.
1061/9780784481400.012

Bardi U, Lavacchi A (2009) A Simple Interpretation of Hubbert’s Model of Resource Exploitation Energies 2:
646661

Beal C, Makki A, Stewart R (2014) What does reboundingwater use look like? An examination of post-drought
and post-flood water end-use demand in Queensland, Australia. Water Sci Technol Water Supply 14:561—
568. https://doi.org/10.2166/ws.2014.008

Bich-Ngoc N, Teller J (2018) A review of residential water consumption determinants. In pp:685-696. https://
doi.org/10.1007/978-3-319-95174-4 52

Blair P, Buytaert W (2016) Socio-hydrological modelling: a review asking "why, what and how?". Hydrol Earth
Syst Sci 20:443-478. https://doi.org/10.5194/hess-20-443-2016

Brunner F (2014) FOP Far6 - Fordjupad 6versiktsplan 2025. Region Gotland

Di Baldassarre G, Viglione A, Carr G, Kuil L, Yan K, Brandimarte L, Bloschl G (2015) Debates—perspectives
on socio-hydrology: capturing feedbacks between physical and social processes. Water Resour Res 51:
4770-4781. https://doi.org/10.1002/2014WR016416

Di Baldassarre G et al (2018) Water shortages worsened by reservoir effects. Nature Sustainability 1:617-622.
https://doi.org/10.1038/s41893-018-0159-0

Di Baldassarre G et al (2019) Sociohydrology: scientific challenges in addressing the sustainable development
goals. Water Resour Res 55:6327—6355. https://doi.org/10.1029/2018wr023901

Eklund F (2018) Regional vattenforsorjningsplan for Gotlands lan. Visby

Formica S, Uysal M (2006) Destination attractiveness based on supply and demand evaluations: an analytical
framework. J Travel Res 44:418-430. https://doi.org/10.1177/0047287506286714

Gabarda-Mallorqui A, Ribas Palom A (2016) Understanding reductions in water consumption in tourist areas: a
case study of the Costa Brava, Spain. International Journal of Water Resources Development 32:912-930.
https://doi.org/10.1080/07900627.2016.1142861

Gorre-Dale E (1992) The Dublin statement on water and sustainable development. Environ Conserv 19:181-181

Gotland R (2014) Fordjupad 6versiktsplan for Far6:2025

Greve P et al (2018) Global assessment of water challenges under uncertainty in water scarcity projections.
Nature Sustainability 1:486-494. https://doi.org/10.1038/s41893-018-0134-9

Kallis G (2010) Coevolution in water resource development: the vicious cycle of water supply and demand in
Athens. Greece Ecol Econ 69:796-809. https://doi.org/10.1016/j.ecolecon.2008.07.025

Langarudi SP, Maxwell CM, Bai YN, Hanson A, Fernald A (2019) Does socioeconomic feedback matter for
water models? Ecol Econ 159:35-45. https://doi.org/10.1016/j.ecolecon.2019.01.009

Markolf SA et al (2018) Interdependent infrastructure as linked social, ecological, and technological systems
(SETSs) to address lock-in and enhance resilience. Earth’s Future 6:1638-1659. https://doi.org/10.1029/
2018¢f000926

Martinez-Moyano I, Richardson G (2013) Best practices in system dynamics modeling. Syst Dyn Rev 29:29—
123. https://doi.org/10.1002/sdr.1495

Mirchi A, Madani K, Watkins D, Ahmad S (2012) Synthesis of system dynamics tools for holistic conceptu-
alization of water resources problems. Water Resour Manag 26:2421-2442. https://doi.org/10.1007/s11269-
012-0024-2

Nations U (2018) SDG 6 synthesis report 2018 on water and sanitation. United Nations. https://doi.org/10.18356/
e8fc060b-en

Pincetl S et al (2019) Adapting urban water systems to manage scarcity in the 21st century: the case of Los
Angeles. Environ Manag 63:293-308. https://doi.org/10.1007/s00267-018-1118-2

Rivera P, Ridderstolpe, Djurberg (2011) VA-utredning for Far6 infor fordjupad &versiktsplanering

Schwaninger M, Groesser S (2016) System dynamics modeling: validation for quality assurance. In pp 1-20.
https://doi.org/10.1007/978-3-642-27737-5_540-3

Seto K, Davis S, Mitchell R, Stokes E, Unruh G, Urge-Vorsatz D (2016) Carbon lock-in: types, causes, and
policy implications. Annu Rev Environ Resour 41:41-452. https://doi.org/10.1146/annurev-environ-
110615-085934

Sjostrand Y, Kédrrman S, Strémberg V (2014) Metod for val av vattenforsorjning i omraden med vattenbrist — en
handbok. SP Technical Research Institute of Sweden. Borés, Sweden

Sterman J (2000a) Business dynamics, system thinking and modeling for a complex world https://www.lst-
iiepiiep-unescoorg/cgi-bin/wwwi32exe/[in=epidoc1in]/?t2000=013598/(100) 19

Sterman J (2000b) Business dynamics: systems thinking and modeling for a complex world. McGraw-Hill

@ Springer


https://doi.org/10.1061/9780784481400.012
https://doi.org/10.1061/9780784481400.012
https://doi.org/10.2166/ws.2014.008
https://doi.org/10.1007/978-3-319-95174-4_52
https://doi.org/10.1007/978-3-319-95174-4_52
https://doi.org/10.5194/hess-20-443-2016
https://doi.org/10.1002/2014WR016416
https://doi.org/10.1038/s41893-018-0159-0
https://doi.org/10.1029/2018wr023901
https://doi.org/10.1177/0047287506286714
https://doi.org/10.1080/07900627.2016.1142861
https://doi.org/10.1038/s41893-018-0134-9
https://doi.org/10.1016/j.ecolecon.2008.07.025
https://doi.org/10.1016/j.ecolecon.2019.01.009
https://doi.org/10.1029/2018ef000926
https://doi.org/10.1029/2018ef000926
https://doi.org/10.1002/sdr.1495
https://doi.org/10.1007/s11269-012-0024-2
https://doi.org/10.1007/s11269-012-0024-2
https://doi.org/10.18356/e8fc060b-en
https://doi.org/10.18356/e8fc060b-en
https://doi.org/10.1007/s00267-018-1118-2
https://doi.org/10.1007/978-3-642-27737-5_540-3
https://doi.org/10.1146/annurev-environ-110615-085934
https://doi.org/10.1146/annurev-environ-110615-085934
https://www.lst-iiepiiep-unescoorg/cgi-bin/wwwi32exe/%5Bin=epidoc1in%5D/?t2000=013598/(100)
https://www.lst-iiepiiep-unescoorg/cgi-bin/wwwi32exe/%5Bin=epidoc1in%5D/?t2000=013598/(100)

Human-Water Dynamics and their Role for Seasonal Water Scarcity — a Case...

Wimmer F et al (2015) Modelling the effects of cross-sectoral water allocation schemes in Europe. Clim Chang
128:229-244. https://doi.org/10.1007/s10584-014-1161-9

Xu L, Gober P, Wheater HS, Kajikawa Y (2018) Reframing socio-hydrological research to include a social
science perspective. J Hydrol 563:76-83. https://doi.org/10.1016/j.jhydrol.2018.05.061

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Affiliations

Andreas Nicolaidis Lindqvist ' - Rickard Fornell' - Thomas Prade? - Linda Tufvesson? «
Sammar Khalil? - Birgit Kopainsky >

! RISE Research Institutes of Sweden, Ideon Beta5, Scheelevégen 17, 22370 Lund, Sweden

2 Department of Biosystems and Technology, Swedish University of Agricultural Sciences, POO Box 103,

SE-230 53 Alnarp, Sweden

Department of Geography, System Dynamics Group, University of Bergen, POO Box 7800, 5020 Bergen,
Norway

@ Springer


https://doi.org/10.1007/s10584-014-1161-9
https://doi.org/10.1016/j.jhydrol.2018.05.061




Appendix 2






Supplementary material

Human-Water Dynamics and their Role for Seasonal Water Scarcity — a Case Study

Andreas Nicolaidis Lindgvist 1>*, Rickard Fornell 1, Thomas Prade 2,
Linda Tufvesson 2, Sammar Khalil 2 & Birgit Kopainsky 3

1 RISE Research Institutes of Sweden, Ideon Beta5, Scheelevigen 17, 22370 Lund, Sweden

2 Department of Biosystems and Technology, Swedish University of Agricultural Sciences,
POO Box 103, SE-230 53 Alnarp, Sweden

3 Department of Geography, System Dynamics Group, University of Bergen, POO Box 7800,
5020 Bergen, Norway

" Correspondence: andreas.nicolaidis@ri.se

Table SI1. Organizations and professional roles of study participants in the model
development process.

Organization Professional role p’\zlal;?ictijsgﬁtfs
Water resources developer 5
Water utility engineer 2
Region Gotland Water plant technician 1
Environmental strategist 1
Environmental resources inspector 1
Geologsis\z;l; dSeli]rvey of Hydrogeologist 3
Gotland County Water administrator 1

Administrative Board



mailto:andreas.nicolaidis@ri.se










Journal of Hydrology: Regional Studies 41 (2022) 101066

Contents lists available at ScienceDirect

Journal of Hydrology: Regional Studies

o as
ELSEVIER journal homepage: www.elsevier.com/locate/ejrh

Impacts of future climate on local water supply and demand - A
socio-hydrological case study in the Nordic region

Andreas Nicolaidis Lindqvist ®™ ", Rickard Fornell *, Thomas Prade ",
Sammar Khalil °, Linda Tufvesson ”, Birgit Kopainsky ©
@ RISE Research Institutes of Sweden, Ideon Beta5, Scheelevagen 17, 22370 Lund, Sweden

b Department of Biosystems and Technology, Swedish University of Agricultural Sciences, POO Box 103, SE-230 53 Alnarp, Sweden
¢ Department of Geography, System Dynamics Group, University of Bergen, POO Box 7800, 5020 Bergen, Norway

ARTICLE INFO ABSTRACT

Keywords: Study region: Faro island, part of Region Gotland, Sweden.

Climate change Study focus: Despite its importance for proactive planning and management, understanding of
Groundwater

how future climate and socioeconomic trends may interact to influence water supply and demand
at sub-regional scale remains limited for the Nordic region. We aim to close this knowledge gap by
developing a combined social and hydrological simulation model for Féro island in the Baltic Sea.
We use multivariate Monte Carlo simulations to explore the effects of future climate scenarios
(RCP4.5 and RCP8.5) on local groundwater supplies, and subsequent impacts on the housing
sector, tourism sector, and municipal water supply system in the period 2020-2050.

New hydrological insights for the region: Our results suggest that groundwater storage will remain
critically low in the coming 30 years, with a 60-70% probability of the groundwater head falling
to lower levels than experienced in the past 60 years. Low water availability and widespread
saltwater intrusion will constrain housing and tourism development by up to 11% and 30%
respectively. To sustain growth, the tourist sector will become increasingly reliant on water from
private wells, and supplementary water deliveries from neighboring regions will be required to
meet water demand on the municipal grid.

Water scarcity
System Dynamics
Socioeconomic impact

1. Introduction

Water scarcity is a problem with impacts for human health, economic development, and ecosystems in many regions around the
world (Rijsberman, 2006; Wimmer et al., 2015). It is estimated that up to 50% of the global population will experience seasonal or
permanent water insecurity by 2050, caused by a combination of changes in climate, urban and rural development, and population
growth (United Nations, 2018). Understanding how trends in climate and socioeconomic development interact to influence water
supply and demand across space and time is of great importance to support mitigation and adaptation to water scarcity (United
Nations, 2018). Building relevant knowledge is challenging, however, as climate-driven impacts on water resources have been shown
to differ substantially both between and within geographical regions (Bessah et al., 2020; Wu et al., 2020). Furthermore, studies in
recent years have demonstrated that understanding the interplay between social and hydrological systems is an important component
in long-term sustainable management of water resources (Di Baldassarre et al., 2019). Although much progress has been made in
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developing macro-level theories about the mechanisms of socio-hydrological dynamics (Di Baldassarre et al., 2019; Sivapalan et al.,
2012), place-specific understanding of human-water systems remains limited (Xu et al., 2018).

Most previous studies assessing the local interplay between climate, hydrology, and the social system have focused on regions with
a long history of water scarcity, such as the Mediterranean region (Darvini and Memmola, 2020; Fabre et al., 2015), the Middle East
(Gohari et al., 2013), Australia (van Emmerik et al., 2014), parts of the US (Fernald et al., 2012), and different parts of Africa (Bessah
et al., 2020; Fraser et al., 2011). The Nordic region is poorly represented in such research, partly because freshwater has historically
been a plentiful resource in the region. However, with the anticipated effects of climate change, there is reason to suspect that the
Nordic region will not be spared from water scarcity for much longer. Indeed, unusually dry summers in recent years have caused
periods of local to regional seasonal water scarcity, even in typically water-abundant areas (Ahopelto et al., 2019; Stensen et al., 2019).
Moreover, recent reports project that the frequency, intensity, and duration of seasonal water shortages will continue to increase in the
coming decades (Asp et al., 2015). To enable proactive and robust water management strategies to be developed for the Nordic region,
improved local understanding of the combined effects of climate and socioeconomic change on water supply and demand is essential.

In this paper, we contribute to this end by presenting results from a case study exploring how climate and socioeconomic processes
interact to influence supply and demand for drinking water on the Swedish island of Faro. We develop a simulation model of the
hydrological and socioeconomic mechanisms governing water supply and demand, drawing on a combination of qualitative and
quantitative data sources. The model, calibrated to 20 years of historical data, is used in simulation experiments investigating how
projected changes in climate are likely to influence water supply and water quality in the coming 30 years. We then explore the
implications of these changes for the three largest water-dependent stakeholders on the island: the municipality, the tourism sector,
and the housing sector.

The remainder of the paper is organized as follows: in Section 2, we briefly describe the study area and provide an account of how
challenges related to drinking water supply and demand have developed in the past 20 years. We present the expected changes in
regional climate in the coming 30 year, and we define the aim of this study. In Section 3, we outline the model development process
and provide a high-level description of the model structure. We also present the model calibration process, and we describe the
experimental set-up used to explore the hydrological and socioeconomic implications of future climate scenarios. In Section 4, cali-
bration results are summarized and we present and discuss the results from the simulation experiments. We first describe climate
effects on groundwater supply and then the impact of these effects on households, tourism, and the municipal water supply system. We
also highlight some limitations of the study and consider areas for future research to support local water resources management and
planning. In Section 5, we summarize our key findings.

2. The study area

F&r6 is a small island (114 km?) in the Baltic Sea (57.9°N, 19.1°E) belonging to the Swedish municipality of Gotland (Fig. 1). The
island has an average summer and winter temperature of 16 °C and — 2 °C, respectively, and yearly precipitation of 500-600 mm
(SMHI, retrieved 3 February, 2021). The main industries are tourism and agriculture, and the population consists of about 300 per-
manent households and 1000 holiday households (Lantmateriet, 2021). Drinking water is obtained exclusively from groundwater
sources, mostly from private wells drilled into the limestone-dominated bedrock. The soil layer is shallow (0-2 m) across most of the
island except for an area in the northeast, where layers of coarse-grained sandy soil up to 20 m deep make up one of the few large
aquifers in the region. This aquifer provides water to the municipal grid, which serves most tourist facilities and about 50 residential
households (Brunner, 2014; Rivera and Ridderstolpe, 2011; Sjostrand et al., 2014).

In recent decades, Far6 has become a popular holiday destination with a growing tourism sector (Fig. 2A). In the high season (June-
August), about 10,000 tourists and part-time residents visit the island (Brunner, 2014). Water use has thus increased over time'
(Fig. 2B). Between 2000 and 2020 water use on the municipal grid increased from about 5500-9500 cubic meters per year. In fact,
since 2006 water supply from the municipal aquifer has been insufficient to meet demand in the summer period, requiring supple-
mentary transport of water from other regions of Gotland to secure supply on the municipal grid® (Fig. 2C). In 2006 in total 1500 cubic
meters of supplementary drinking water was transported to Far6 and by 2019 the figure had doubled to just above 3000 cubic meters.
Within the private water sector, the number of holiday homes has also increased over time and increasing incidence of saltwater
intrusion into private wells has been detected (Magnus Pettersson, Region Gotland, personal communication 25 January 2021). The
growing reliance on transported water and the problem of saltwater intrusion create challenges for the municipality, the tourist sector,
and private households. For the municipality, reliance on transported water is a risk as it makes the island vulnerable to disturbances,
such as delivery delays, strikes, or unexpected peaks in water consumption. The municipal water supply has already come close to
running out on several occasions, because of fluctuations in demand and delivery delays. For the tourist sector, water supply con-
straints can limit growth and development. In the past ten years, establishment of new tourist facilities has been delayed, or even
canceled, because of insufficient water supplies (Rolf Lindvall, Sudersand Resort, personal communication 15 October 2020). For the
housing sector, salt contamination of groundwater sources restricts new housing developments, as building permits are not issued in
locations with elevated chloride levels (Gotlands Kommun, 2008). Further, if salt intrusion becomes widespread among households
outside the public grid, the municipality may become legally required to extend its water management area and provide water services

1 Monthly data on groundwater extraction, water supply capacity and water transport volumes are classified information and can therefore not be
displayed in the paper (Mikael Tiouls, Region Gotland, personal communication 7 December 2021). For inquiries about the data please contact
Region Gotland.
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Fig. 1. Map of Faro6 island. Location in the Baltic Sea indicated by red box in the small map of the Nordic region.
Source: Open Street Map & Eurostat, 19 November 2021.

to communities currently outside the public grid (Swedish Environment and Energy department, 2007). This could lead to a significant
increase in demand for municipal water and could potentially require substantial investments in water transport or alternative water
supply technologies.

2.1. Aim of study

Between 2020 and 2050, climate change is expected to increase regional mean temperature by approximately 1.0-1.3 °C and
increase precipitation by 2-10% compared with the past 20-year period (Asp et al., 2015). In this study, we investigate how these
changes are likely to influence local water supply and water quality, and explore the interplay with existing water supply challenges on
Féro island. The aim is to improve understanding of the local-level impacts of climate change and provide input for proactive water
resources planning and management in a hitherto poorly studied region.

3. Material & methods
3.1. Model development

We develop a combined social and hydrological simulation model of the key mechanisms driving water supply and demand on Féro
in Stella Architect by ISEE Systems, Lebanon USA, following the System Dynamics modeling method (Pruyt, 2006; Sterman, 2000). The
model consists of six interconnected submodules: Climate, Public Water Supply, Private Water Supply, Household Water Use, Tourism
Water Use, and Public Water Supply Demand Balance (Fig. 3) and simulates from 2000 to 2050 at time units of one month. The causal
structure of the model is based on a qualitative modeling study conducted by Lindqvist et al. (2021), exploring the drivers of water
scarcity on Féro. Additional scrutiny of the scientific literature and municipal reports, and repeated consultations and validation
meetings with the Department of Water Management at Region Gotland throughout the modeling process, are used to cross-validate
the structural and operational representation of the water management system in the model.

An overview of the structure, data inputs, and data outputs for each submodule is presented in Sections 3.1.1-3.1.6. For full model
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(Region Gotland, 2021b) in the period 2000-2020. Water use and water transport volumes is classified information, scales intentionally left blank.
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Fig. 3. Diagram of the full model. Boxes represent the six submodules with their key processes, and stock variables indicated. Arrows represent
exogenous data inputs (bold) and information exchange between modules.

documentation, see the appendix A.

3.1.1. Climate
The Climate module (Fig. 4) imports monthly data on temperature, precipitation, solar radiation, and wind speed, and calculates
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potential evapotranspiration (PET) using the Penman-Monteith method (Penman and Keen, 1948). The effect of temperature on per capita
water use is also calculated, assuming that water use increases by 2% for every °C by which the daily maximum temperature of the
month exceeds 15 °C (Dimkic, 2020). Outputs to other submodules are precipitation, PET, and effect of temperature on per capita water
use.

For the historical period 2000-2020, we use observation data from local weather stations (SMHI, 2021) as climate inputs. For the
future period 2020-2050, we used projected values provided by SMHI (Asp et al., 2015). These projections were produced by the
regional climate model RCA4 (Strandberg et al., 2014), by downscaling and averaging across an ensemble of climate scenarios pro-
duced by nine global climate models (CanESM2, CNRM-CM5, GFDL-ESM2M, EC-EARTH, IPSL-CM5A-MR, MIROC5, MPI-EMS-LR,
NorESMI1-M and HadGEM2-ES) (Sjokvist et al., 2015) for the two Representative Concentration Pathways RCP4.5 and RCP8.5
(IPCC, 2013) (see appendix A for details). To simulate between-year variations in future climate inputs, we sample future precipitation,
temperature, and solar radiation values from their respective probability density functions, parameterized using the SMHI projected
mean and historic standard deviation values.

3.1.2. Public Water Supply

The Public Water Supply module (Fig. 5) simulates the dynamics of the public water supply system, including the hydrology of the
municipal aquifer and groundwater pumping in municipal wells. The aquifer is modeled using Budyko-based methods for water
balance modeling as described by Zhang et al. (2008), adapted to meet the requirement of unit consistency under System Dynamics
modeling conventions (Sterman, 2000).

In the model, the aquifer consists of two connected cylindrical stocks, the top representing soil storage and the bottom representing
groundwater storage. The dynamics of the stocks are governed by the flows of infiltration, evapotranspiration, recharge, deep evapo-
transpiration, base flow, horizontal groundwater flow, and extraction. Infiltration is calculated as a nonlinear function of the demand/
supply relationship between the level of the soil storage stock (demand) and the incoming precipitation (supply) (Zhang et al., 2008). As
the saturation level of the soil storage stock decreases, the proportion of precipitation partitioned to infiltration asymptotically ap-
proaches one. The shape of the partitioning curve is governed by the rainfall retention capacity of the catchment, a model parameter
representing the physical capacity of the soil and vegetation of the aquifer to retain water (Zhang et al., 2008). The outflow from soil
storage is partitioned between evapotranspiration and recharge according to similar functions as applied for infiltration. Evapotranspi-
ration is calculated as a function of the relationship between soil storage and PET, and recharge as function of the relationship between
soil storage and the storage capacity of the aquifer. As soil storage increases, recharge will also increase and evapotranspiration will
approach PET. The relative proportion of available water that goes to recharge or evapotranspiration is controlled by the evapotrans-
piration efficiency of the catchment. Higher evapotranspiration efficiency means that more available water goes to evapotranspiration and
less to recharge (Zhang et al., 2008). The deep evapotranspiration flow ensures that if the groundwater level approaches the shallow soil
layer, groundwater also becomes available for evapotranspiration (Yeh and Famiglietti, 2009).

The groundwater base flow is modeled as the product of the groundwater storage and a constant discharge factor, and the extraction
flow represents groundwater extraction by pumping by municipal wells. Extraction is set equal to desired extraction (calculated in the
Public Water Supply Demand Balance module) if the groundwater level in the aquifer remains above the average depth in the municipal
wells. As the groundwater level approaches the depth in the municipal wells, extraction declines linearly. Lastly, the horizontal
groundwater flow represents the exchange of water between the municipal aquifer and its surroundings. This allows groundwater storage
to adjust to the groundwater level in surrounding catchments, and is calculated using Darcy’s flow equation (Hillel, 2004).

3.1.3. Private Water Supply
The Private Water Supply module (Fig. 6) simulates the groundwater dynamics and the chloride concentration in aquifers outside

the public water system. The water balance structure is similar to, and uses the same climate inputs, as that presented in Section 3.1.2,
but it only accounts for natural water fluxes (infiltration, evapotranspiration, recharge, deep evapotranspiration and baseflow). Extraction is

Precipitation data Temperature data Solar radiation data

—————» Precipitation Temperature————» Potential
‘ evapotranspiration
*

Temperature, precipitation
and solar radiation

probability distributions Effect of temperature

on water use

Fig. 4. Graphical representation of the Climate module. The dashed box represents the module boundary. Blue arrows represent information flows,
variables in bold are exogenous data inputs, variables in normal font are endogenously calculated, and boxes with distribution curves represent the
probability distribution functions used in simulation of inter-annual variations in climate inputs.
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deliberately excluded because of lack of reliable data on historical extraction rates, and because water quality (measured by chloride
concentration), rather than water quantity, has historically been the determining factor of household water supply (Magnus Pet-
tersson, Region Gotland personal communication 25 October 2021). Horizontal groundwater flow is also excluded from the private
water supply module, assuming homogeneous groundwater levels across the island.

Groundwater chloride concentration represents the average chloride level in groundwater across the island and is calculated as a
linear function of the groundwater level using the basicTrendline package (Mei and Yu, 2020) in RStudio (R Development Core Team,
2019). The linear model was calibrated using five years of groundwater level data and data on chloride levels in 328 water samples
from across the island, yielding a statistically significant negative effect of groundwater level on chloride concentration (P < 0.01). The
groundwater chloride concentration is used to estimate the proportion of well sites with chloride levels exceeding the recommended limit
values set by the Swedish Food Agency (2017) (100 and 300 mg/L chloride (Cl)) as limit values for technical and drinking use,
respectively) and the maximum permissible chloride concentration when granting building permits (100 mg/L Cl). The proportion of
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well sites exceeding the limiting value at any given chloride level is obtained by linear (100 mg/L Cl) and nonlinear (300 mg/L Cl)
regression (Mei and Yu, 2020), with the groundwater chloride concentration as the independent variable, and the fraction of samples
above 100 mg/L Cl (P < 0.05) and 300 mg/L Cl (P < 0.01) as dependent variables. The effect of chloride concentration on house con-
struction represents the limiting effect of groundwater chloride levels on new construction in the housing and tourism sector. If
groundwater chloride concentration increases, fewer building permits will be issued and construction rates will decline.

3.1.4. Household Water Use

In the Household Water Use module (Fig. 7), the size of the household sector and total household water use is calculated. The total
housing stock is divided into two groups (k) based on the water source (public water or private well), and each group is further
segmented into two types (j) based on utilization (permanent or part-time). New houses are added to the system by the flow con-
struction starts, which adds to the stock of houses under construction. The rate of construction starts is influenced positively by higher
housing prices and negatively by the effect of chloride concentration on house construction. After a 12-month time delay (representing the
house construction time), houses flow from the houses under construction stock to the housing stock via the construction finalization flow.

Construction starts is governed by a simple supply-demand structure where a stock of potential buyers is compared to the number of
houses finalized each month to give a demand-supply ratio that is used to set the housing price. The base rate at which new buyers are
added to the potential buyers stock is set using exogenous data on housing demand (based on data on building permits issued between
2000 and 2020, (SCB, 2021), and the stock is drained at the rate of construction finalization. The housing price is used as an indicator of
household affluence (Englund, 2011), and it influences the quantity demand for houses by regulating the flow of new buyers added to the
potential buyers stock and the number of construction starts. We use a price elasticity of demand and supply of — 0.5 (Englund, 2011) and
0.1 (International Monetary Fund. European Dept, 2015), respectively.

The number of houses in use at any given point in time depends on the household type and the duration of the tourist season.
Permanent households are in constant use, while the proportion of part-time households in use is determined by multiplying the
number of part-time households by a tourist season utilization factor. This factor takes values between zero and one depending on the
time of the year (here based on estimates by Region Gotland). Water use per household is the product of the number of residents per
household and normal water use per capita (140 L/person/day, (Swedish Water, 2020)), and responds dynamically to changes in
temperature through the effect of temperature on water use from the Climate module (Dimkic, 2020), and the level of household affluence
(Hoglund, 1999; Wiedmann et al., 2020). The total household water use is the product of the number of houses in use and the water use per
household, and provides input to the Public Water Supply Demand Balance module.

3.1.5. Tourism Water Use
The Tourism Water Use module (Fig. 8) simulates the development of the tourist sector and its total water use. The size of the tourist
sector is measured by its bed capacity and it is modeled by a three-compartment aging chain (Sterman, 2000) consisting of the stocks
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beds planned, beds on order, and installed beds, linked by the flows adding beds to plan, ordering new beds, and installing new beds. The
number of tourists is modeled as an additional stock that increases or decreases with the flow of net arrivals. Net arrivals fluctuate with
the tourist season using the same tourist season utilization factor as in Section 3.1.4. and respond to changes in destination attractiveness
(assumed constant in the base case scenario). The number of beds added to the system each month is controlled by a goal-gap function
where the level of capacity utilization (the ratio of tourists to installed beds) is compared to a desired capacity utilization. If capacity
utilization exceeds desired capacity utilization, this leads to an increase in desired expansion and an inflow to beds planned. Beds move in
batches from beds planned, through beds on order, to installed beds with a total planning and construction delay of 24 months. Bed
capacity investments are bounded by the water self-sufficiency of the public grid and the possibility of tourist facilities to drill their
own wells. If public water self-sufficiency is low, water use restrictions (calculated in the Public Water Supply Demand Balance module,
Section 3.1.6.) will limit planning and investment in new bed capacity. This will force tourist facilities to search for private water
supply sources by drilling new wells, making the groundwater chloride concentration the limiting factor for tourism growth.

Total tourism water use is calculated as the product of normal water use per tourist, the number of tourists, and the effect of temperature
on water use imported from the Climate module, and it provides input to the Public Water Supply Demand module.

3.1.6. Public Water Supply Demand Balance

The Public Water Supply Demand Balance module (Fig. 9) sums up the total water use from the tourist sector with the total public
water use in the household sector to calculate the total public water use. The total public water use dictates the desired pumping from the
public aquifer (in the Public Water Supply module, Section 3.1.2.) and, when multiplied by the consumer water price, the municipal
revenues from water tariffs. Desired extraction is compared to the actual groundwater extraction from the Public Water Supply module, to
calculate a water supply deficit. The deficit triggers water use restrictions that limit further expansion of the tourist sector (Section 3.1.5.)
and increases the volume and costs of water transports. The difference between revenues and costs of the water supply system is used as
an estimate of the net profits of the municipal drinking water system.
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and desired extraction and water use restrictions are outputs to the Public Water Supply, Household Water Use, and Tourism Water Use modules.

3.2. Model calibration

Calibration is conducted by varying module parameter inputs to optimize the fit of the simulation outputs to historical data on
groundwater levels, water use, tourism and housing development, provided by Swedish Metrological and Hydrological Institute
(SMHI, 2021), Geological Survey of Sweden (SGU, 2021a, 2021b), Statistics Sweden (SCB, 2021), and Region Gotland (Region Got-
land, 2021a, 2021b). Each submodule is first calibrated individually, adhering to strategies for partial model calibration described by
Homer (2012), followed by a final round of full model calibration and evaluation to ensure consistency with historical data is
maintained with the complete set of between-module feedbacks active. Parameter estimates are selected based on literature studies,
expert opinions, local empirical data or, if beforementioned information sources are not available, best estimates by the modelers.
Parameters with high uncertainty regarding their true values, and with high impact on simulation results, were numerically estimated
using Powell optimization (Powell, 2009). The squared error between simulated and observed timeseries is used as payoff function in
the parameter estimation process, and results are evaluated quantitatively, using Theil Inequality Coefficients (Sterman, 1984), and
qualitatively by comparing the derived parameter estimates with ranges suggested in the literature and by local experts. For a complete
list of calibration inputs and outputs see appendix B.

Due to lack of data on historical groundwater levels in the municipal aquifer, a two-step procedure is used for groundwater
calibration. First, the aquifer structure presented in Section 3.1.2 is calibrated to 25 years of data (1971-1996) on historical
groundwater levels from an aquifer in southern Sweden (SGU, 2020) that has similar geological and landcover characteristics as those
found on Faro. This step ensures that the structure can replicate the general groundwater dynamics of the aquifer. In a second round of
calibration, the pre-calibrated structure is finetuned to represent the municipal aquifer on Far6 by optimizing its fit to available data on
municipal groundwater extraction between 2000 and 2020. Calibration results are presented in Section 4.1.

3.3. Experimental set-up

For future climate, two climate scenarios are considered, Representative Concentration Pathway (RCP) 4.5 and 8.5 (IPCC, 2013). In
the RCP4.5 scenario we assume, depending on season, a 2-11% increase in monthly mean precipitation and a 0.96-1.24 °C increase in
monthly mean temperature between 2020 and 2050. In the RCP8.5 scenario, the corresponding values are a 5-11% increase in
precipitation and a 1.6-1.32 °C increase in temperature (Asp et al., 2015). For future solar radiation we use monthly averages from the
past 12 years (SMHI, 2021), and for future mean monthly wind speed we use historic averages (Alexandersson, 2006). We assume new
house constructions will continue to occur primarily outside the public water grid, and in the tourist sector we expect the growth in
demand for hotels and other tourist facilities to continue at the same rate as seen in the past 20 years. Lastly, we assume that water
transports will continue to be the main municipal strategy to cover seasonal peaks in water demand.

To handle the uncertainty embedded in long-term policy and strategy planning, it is necessary to explore a wide ensemble of
plausible futures and let the full outcome space inform the decision-making process (Bankes, 1993). To this end, we carry out
multivariate Monte-Carlo (MC) simulations, varying model parameters governing future climate (precipitation and temperature),
housing supply and demand (future demand for houses, price elasticity of demand, price elasticity of supply, and price sensitivity of the
ratio between demand and supply), groundwater chloride levels (effect of groundwater level on chloride concentration), the effect of
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chloride levels on tourism and house expansion (effect of chloride concentration on house construction), and per capita water use
(affluence effect on water use). The parameters included in the MC analysis, and their associated ranges, are selected based on
extensive partial model sensitivity testing, and the availability of reliable empirical or literature-based estimates. In other words,
parameters that show a significant effect on simulation outputs and a high uncertainty with regards to their true values were included
in the MC analysis (see appendix C for a full list of parameters, distributions, and ranges chosen).

We simulate the model 1000 times with randomly selected parameter values taken from predefined probability distributions within
specified ranges. Results are reported as outcome ranges, bounded by the 95% confidence intervals, and the mean of the 1000 sim-
ulations is used to study long-term trends in groundwater levels using the seasonally adjusted Mann-Kendall trend test (McLeod, 2011).
To assess the effect of future climate on groundwater levels, we compare the results from our MC simulations to the simulated
groundwater regimes in two reference periods (P1, P2). P1 is the period 1961-1990, a commonly used reference in climate impact
assessments (Asp et al., 2015; Sjokvist et al., 2015). P2 is the more recent period 2000-2020. Comparison against PI gives a long-term
perspective of the groundwater regime in the future and makes our results comparable to those of other studies, but it is less relevant
for planning and policy purposes. P2 is the period during which water scarcity has developed into a problem on Féro and is therefore a
more relevant reference for policy makers when assessing the impacts of future groundwater levels.

Additionally, for planning and management purposes, an indication of variations and the risk of extreme events is equally, if not
more, important than the average trajectory suggested by the MC ensemble (McCollum et al., 2020). We therefore calculate the
probability of future extreme groundwater drawdowns, defined as the fraction of simulated scenarios where the groundwater head

Groundwater level Groundwater level
municipal aquifer private aquifers
8 125 A 8-35 B
© (©
£ £
(2] -&.
2 150 2
3 3
@ ? .45
w w
o -1.75 5
@ ®-50
£ £
-2.00 55
1975 1980 1985 1990 1995 2015 2016 2017 2018 2019
Public water use Water transports
Cc D
L =
= =
o o
£ £
m— S—
™ ™
£ £
2000 2005 2010 2015 2020 2000 2005 2010 2015 2020
House price index Housing Stock Installed beds
800
° E F G
» ) 1200 700
8 .
<@ ) 600
s 1000 o’
(7] 3 = 7]
é 8 2 500
£ 5 800 400
1 600 300
2000 2005 2010 2015 2020 2000 2005 2010 2015 2020 2000 2005 2010 2015 2020
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reaches a level more extreme than the 2.5th percentile of its range in P1 and P2, or more extreme than the lowest groundwater level
experienced in either P1 or P2.

To assess the implications of changes in future groundwater quality and availability on the housing and tourism sectors, we
compare the results from the MC analysis with a simulated scenario where housing and tourism development is not constrained by
water availability. In other words, we simulate a scenario where the growth of the two sectors is allowed to reach its full potential, and
we use this as our baseline for assessing the impact of water scarcity on socioeconomic development in the region.

4. Results and discussion
4.1. Calibration results

Our calibration results show an overall acceptable fit to available hydrological and socioeconomic data (Fig. 10). Most importantly,
the model captures the general trends of increasing summer water use and growing reliance on water transports. Furthermore, the
mean absolute error (MAE) of the groundwater simulations is low (12 and 48 cm for the municipal and private aquifers respectively),
with most of the error caused by unequal covariance between the observed and simulated timeseries (98% and 56% for the municipal
and private aquifers respectively). This indicates a low level of systematic error and provides confidence that the model is capable of
replicating the dominating behavior trends in the hydrological system (Sterman, 1984). Summary statistics for the calibration results
are presented in Table 1.

4.2. Effects of future climate on groundwater storage and groundwater quality

The mean of our MC ensemble shows that groundwater levels in both public and private aquifers on Faro are likely to remain within
the range seen in the previous 20-year period (P2) (Fig. 11). A slight, but statistically significant (P < 0.05), increasing trend in
groundwater storage in both aquifer types can be seen from 2030. These trends aside, compared to the reference period P1, the
projected groundwater levels remain critically low, suggesting continuation of the decades-long regime of low groundwater storage.
These results are in line with findings in monitoring studies conducted by SGU that most aquifers on Gotland have been at historically
low levels for most of the time since the turn of the millennium (SGU, 2021a). Therefore, the slight increase in groundwater storage
suggested by our simulations is from a historically low level and should not be interpreted as a return to some long-term historical
normal.

Both aquifer types show substantial variation in groundwater levels between the upper and lower bound of the simulated outcome
space (Fig. 11). The difference between the higher and lower confidence interval is up to 90 cm in the public aquifer and about 180 cm
in private aquifers. It is important to acknowledge that the confidence bounds do not represent individual scenarios from the MC
analysis. Rather, they mark extreme values taken by any of the 1000 independent simulations, and should therefore be interpreted as
plausible ranges within which groundwater levels are likely to fluctuate in the coming 30 years. Analyzing the extremes of the outcome
space makes this clear (Table 2). Between 2020 and 2050, a groundwater level more extreme than the lowest level ever experienced
since 1961 occurs at least once in between 60% and 70% of the simulated scenarios. On average, such an extreme month occurs 14
times for the public aquifer and four times for private aquifers in the 30-year period. Months with groundwater levels lower than the
95% range of P1 and P2 occur at least once in more than 80% of the scenarios, or on average 211 and 36 times for the public aquifer,
and 31 and 10 times for private aquifers.

Like the groundwater level, the ensemble mean suggests no significant change in chloride concentrations compared with the P2
period. However, because of the high probability of recurring periods with low groundwater levels it is likely that the number of
households experiencing occasional water quality issues will increase in the coming decades. Likewise, between-year variation in
groundwater chloride (SD = 45.9 mg/L Cl) can result in some locations, in years with high groundwater levels, shifting from being just
above to just below the building permit threshold (100 mg/L Cl), and thereby increase the potential for new housing projects. The low
spatial resolution of available data does not allow us to identify in what locations on Fér6 large fluctuations in chloride levels are most
likely. However, previous studies by Dahlqvist et al. (2015) have shown that there are substantial geographical variations in chloride

Table 1

Summary statistics from model calibration results. MAE = mean absolute error, MSE = mean square error, RMSE = root-mean square error. See
Sterman (1984) for a detailed description of the summary statistics components. See appendix B for the underlying input and observation data used
for the calibration.

Error decomposition

Payoff variable MAE MSE RMSE Correlation R? Bias Variation Covariation

Public water use (Cubic meters/month) 354 343 k 585 0.859 0.737 0.184 0.155 0.661

Water transports (Cubic meters/month) 110 852k 292 0.592 0.351 0.004 0.009 0.987

Beds (beds) 29.4 1.48k 38.5 0.976 0.953 0.221 0.194 0.585

Groundwater level in the municipal aquifer (meters 0.118  0.020 0.143  0.647 0.419  0.0004 0.022 0.977
below ground)

Groundwater level in private aquifers (meters below 0.483  0.315 0.561  0.665 0.443  0.434 0.003 0.563
ground)

House price index (dimensionless) 0.301 0.192 0.438 0.903 0.815 0.015 0.013 0.972
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Fig. 11. Simulated groundwater level in the municipal and private aquifers on Far6 (panel A and B respectively). Blue lines are mean groundwater
levels of the simulated ensemble, shaded areas represent the 95% confidence intervals, and the yellow and grey bands indicate the normal
groundwater range (mean level +/- two standard deviations) for reference period P1 (1961-1990) and P2 (2000-2020), respectively.

Table 2

Frequencies and probability of extreme groundwater levels in the MC ensemble. The frequency columns represent how many times the groundwater
table reaches a level equally or more extreme than the lowest level since 1961, or the 2.5th percentile in reference period P1 (1960-1990) and P2
(2000-2020). The probability column shows the probability of a new extreme low occurring at least once between 2020 and 2050.

Frequency of a new Probability of a new Frequency of a < 2.5 percentile Frequency of a < 2.5™ percentile
extreme low extreme low scenario (P1) scenario (P2)
Public 14.7 73.0% 211 31.6
aquifer
Private 4.5 59.3% 36.1 10.0
aquifers

base levels across the island. Accounting for both the spatial and temporal variability in groundwater chloride concentration when
issuing new building permits is important to avoid an accumulation of houses in risk zones during periods when chloride levels are low.
To mitigate this risk, further studies exploring spatial variation in chloride responsiveness to groundwater fluctuations are needed, so
that locations with acceptable and stable groundwater quality can be identified for future building projects.

Table 3
Housing stock, tourist bed capacity and yearly water transports in 2020, and their estimated values in 2050 for the lower bound, mean, and upper
bound of the simulated outcome space.

2020 2050

Observed Lower bound MC mean Upper bound
Houses 1300 2300 2650 3100
Tourist beds 800 1050 1220 1340
Water transports (m>/year) < 3000 2200 4000 5400
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4.3. Socioeconomic impacts

4.3.1. Impacts on the housing sector

Our MC ensemble mean suggests that by 2050, the total number of households on Far6 will be between 2300 and 3100, compared
to about 1300 in 2020 (Table 3). Most of the variation arises from uncertainty about future housing demand and about the strength of
influence that groundwater chloride levels have on housing construction rates. On average, between 40% and 50% of well sites will
have chloride levels exceeding 100 mg/L in the coming decades, but at the extreme of the simulated outcome space, that is during
periods of severely low groundwater levels (as described in Section 4.1), the proportion can be as high as 75% for parts of the island.
Detailed assessment of the impacts this would have on the housing sector requires further investigation of what areas that are attractive
for housing development and how these areas correlate with risk zones for high chloride levels. In lack of this type of detailed spatial
information, we make the simplifying assumption that housing development projects are homogenously distributed across the island.
If this holds true, elevated chloride levels will pose a constraint for future housing development, increase housing prices, and reduce
the number of households in 2050 by 4-11% compared with the unconstrained scenario where chloride levels have no effect on
housing development.

For a region like F&ro, a 4-11% reduction in housing development is significant. For many years, RG has been striving towards
increasing the number of permanent residents on the island through initiatives to enhance the availability of affordable housing.
Despite these initiatives, reports by RG suggest that the high demand for summer houses, primarily by financially strong consumers
from other regions of Sweden, have contributed to driving up house prices beyond what is affordable for the majority of the local
community (Brunner, 2014). This effect has been confirmed by previous studies, showing how tourism intensification can lead to
increase in local house prices (Paramati and Roca, 2019) and limit the availability of affordable housing for the local community
(Mikulic¢ et al., 2021). Our results suggest that future constraints in water availability could enhance these effects as the decline in
housing availability that this would cause could contribute to further escalation of house prices.

4.3.2. Impacts on the tourist sector

The tourist sector is expected to grow from about 800 beds in 2020 to between 1000 and 1300 beds by 2050 (Table 3). The rate of
growth is constrained by sustained low water self-sufficiency on the public grid, causing current restrictions on new connections to be
maintained (see section 4.2.3.). This restraint leads to the establishment of a growing number of tourist accommodation sites relying
on water from private wells instead of the municipal grid. The growth rate of these off-grid facilities experiences the same water quality
constraints as the housing sector (described in section 4.2.1). Controlling for other factors, water supply limitations cause a 10-30%
reduction in tourism growth compared with the unconstrained scenario.

As a whole, the proportion of tourist facilities relying on the municipal water system declines but, counterintuitively, in absolute
terms the tourist sector demand for water from the municipal grid continues to increase. This is due to a significant share of tourism
water consumption resulting from activities not associated with accommodation. For example, tourism water use arising in restaurant
kitchens, spas and laundry facilities accumulates to on average 10-30 liters per guest night according to studies by Gossling et al.
(2012). On Fard, these facilities typically are connected to the public water grid and therefore continues to tax the public water system
despite the accommodation facilities having their own wells. These spillover effects will cause an increase in the absolute municipal
water use by the tourist sector, despite a growing number of tourist facilities having their own water supply. We argue that this is a
challenge that is not unique to our case study. Introducing alternative water supply solutions (e.g. private wells) on top of an already
existing centralized water supply system (e.g. the public grid) is likely to increase water use in the centralized system in the long run if
it leads to an increase in the total number of consumers, and the water use of the new consumers is not confined to their private taps.

4.3.3. Impacts on the municipal water system
Persistence of the low groundwater regime experienced in the past 20 years will continue to limit groundwater extraction from the
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Fig. 12. Yearly municipal water transports. The blue line is the simulated mean and the shaded area represents the 95% confidence interval of the
MC ensemble.
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municipal aquifer and result in continued dependence on summertime supplementary water transports. As described in section 4.2.2,
growing water use in the tourist sector, combined with higher summer water use due to warmer temperatures, causes water transports
to increase steadily throughout the simulation (Fig. 12). By 2050 yearly water transports on average reach close to 4000 cubic meters
per year (compared with the hitherto highest observed value of 3000 cubic meters), with a confidence bound ranging from 2200 to
5400 cubic meters (Table 3). A remarkable aspect of these results is that the local municipal water supply is insufficient to meet
demand for the entire outcome space. This suggests that, even in the most optimistic climate scenario from a water supply perspective,
maintaining the current trajectory of socioeconomic development will cause sustained reliance on supplementary water transports.
Additionally, the high proportion of households with permanent or periodically elevated chloride levels is likely to result in increased
pressure on the municipality to expand the borders of the municipal water management area and provide water services to more
communities on the island. This would require substantial investments in infrastructure and further increase the reliance on sup-
plementary water transports.

For Far6 to become water self-sufficient, a fundamental change in water supply solutions, growth strategy, and water use efficiency
is needed. For instance, the current water supply system is completely reliant on groundwater, making it vulnerable to declines in both
groundwater levels and groundwater quality (Schramm and Felmeden, 2012). Diversifying the portfolio of local water sources can
reduce this vulnerability by making the system more resilient to unexpected climate events, and the large fluctuations in groundwater
availability that our simulations project (Daigger and Crawford, 2007; Leigh and Lee, 2019). Rainwater, stormwater, and graywater
are all potential sources of usable water that are not leveraged in most municipalities across the Nordic region. Utilizing these as
alternatives for non-potable purposes can reduce water demand from conventional sources by an estimated 30-60% (Biggs et al., 2009;
Zadeh et al., 2013). These solutions can improve overall resource efficiency, and increase redundancy by not wasting drinking quality
water on uses with lower quality requirements (e.g. irrigation and toilet flushing). Reducing groundwater extraction also serves to
maintain environmental flows that are critical for the health of freshwater dependent ecosystems (Leigh and Lee, 2019) and it can
significantly reduce energy demand for water treatment and transfer (Xue et al., 2016). Several studies have concluded that because of
their low energy costs, short construction times, and low capital intensity, decentralized solutions making use of alternative water
sources are compatible, and often economically superior to conventional centralized alternatives (Brown et al., 2011; Leigh and Lee,
2019). On the other hand, a cost-benefit analysis conducted by Sjostrand et al. (2019), comparing different water scarcity abatement
measures in the Gotland region, concluded increased centralized groundwater extraction to be the most cost effective solution for the
region. However, the analysis by Sjostrand et al. (2019), like most conventional approaches for both economic and sustainability
policy assessment, are based on a static view of the system (Lindqvist et al., 2019). That is, the system is assumed not to evolve or
change over time and factors such as resilience to climate variability, effects of synergies and interactions between interventions, and
socioeconomic feedbacks, are not accounted for in the assessment. Our simulation results clearly show that such a static assumption is
misleading and, based on previous studies, can compromise the sustainability and resilience of future water systems (Leigh and Lee,
2019; Lindqvist et al., 2021). We call for further studies, on Fér6 and elsewhere, to reassess alternative water supply solutions, some of
which we have briefly mentioned, utilizing the type of feedback rich, dynamic, socio-hydrological system models we have developed in
this study to identify sustainable and resilient pathways to mitigate future water scarcity.

5. Conclusions

We present a combined social and hydrological model using multivariate MC simulations to explore the effects of future climate and
socioeconomic mechanisms on local supply and demand for drinking water on the Swedish island of Far6. Our results suggest, given
the available projections of future climate for the region, that the period with historically low groundwater levels experienced in the
last decades will be sustained, and the probability of recurring periods with the groundwater table reaching lower levels than hitherto
ever experienced is high. The low groundwater levels will limit water availability and increase the risk of saltwater contamination of
drinking water wells. This will constrain growth in the housing sector (by 4-11%) and the tourist sector (by 10-30%), and maintain
municipal reliance on supplementary water transports in summer months. The tourist sector will become increasingly reliant on
private wells to support growth, but spillover effects will continue to increase consumption of municipal water and yearly municipal
water transports.

To our knowledge, this is the first study to explore local impacts of future climate using an integrated social and hydrological model
in the Scandinavian region. As in many other studies (Rusli et al., 2021; Tegegne et al., 2017), poor availability of local hydrological
and water use data poses a challenge to model development for the region. For instance, limited data on historical groundwater levels
and lack of spatially referenced water quality samples make spatially disaggregated modeling of future groundwater levels impossible.
This necessitates a more exploratory modeling approach, investigating broad parameter ranges and presenting results in terms of
outcome spaces rather than narrow predictions (Bankes, 1993). These limitations aside, our results provide important insights about
the range of plausible futures that should be accounted for in local to regional water resource management and planning. Ensuring
water self-sufficiency across the full outcome space will require investments targeting resilience in the water supply system. This can be
achieved by leveraging alternative water sources, improving water use efficiency, and by accounting for socio-hydrological dynamics
in the planning and management of future water system. We believe that the work presented here can support this necessary transition
on Féro and serve as a steppingstone for further climate impact and adaptation research in the Nordic region.
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Appendix A - Model documentation

This document contains the mathematical structure of the simulation model presented “Impacts of future climate on local
water supply and demand - a socio-hydrological case study in the Nordic region” by Nicolaidis Lindqvist et al. First, a overview
of the model is provided, followed by a detailed description of the individual submodules. Each description starts with an
overview of the module and a summary of the key operations performed within it. The most important calculations
performed in the module are described and a graphical representation of the module structure is provided in the form of a
Stock-and-Flow Diagram (SFD). At the end of each description is a complete list of raw equations for the submodule.

Model overview
Table A.1. Model Information

Model Information Number*
Total Number of Variables 389 (549)
Total number of stocks 20 (22)
Total number of flows 39 (46)
Converters 330 (481)
Constants 142 (243)
Equations 227 (284)
Graphical functions/Lookup tables 11 (12)
Time unit Months
Initial time 0 (January 2000)
Final time 600 (January 2050)
Time step 0.0625

Modular structure

Figure A.1 illustrates the causal structure of the full model and the six major sub-modules Climate, Public Water Supply,
Private Water Supply, Household Water Use, Tourist Water Use and Public Water Supply Demand Balance. Grey arrow links
in Figure A.1 indicate information flow between modules.
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Figure A.1. Top level view of the model



Import of historic climate input variables (monthly precipitation, temperature, windspeed and solar radiation).
Import and calculation of future climate variables.

Calculation of monthly evapotranspiration using the Penman-Monteith method (Penman and Keen, 1948).
Calculation of the effect of temperature on per capita water use according to Dimki¢ (2020).

PWNPRE

Historic climate variables

For the historic simulation period (2000 — 2020) the climate module imports monthly regional data on precipitation
(mm/month), temperature (monthly daily max and monthly daily min temperature in Celsius), solar radiation
(MJ/month*m2) and windspeed (m/sec). Precipitation and temperature data are based on observations from weather
stations on Fard (SMHI). Recorded data on solar radiation are used for periods where such data is available (2008 — 2020).
Outside this time period, monthly mean solar radiation values from the 2008-2020 period are used. Monthly windspeeds are
based on historic values provided by Alexandersson (2006).

Future climate variables
Mean future precipitation and temperature

Mean monthly future (2021 - 2050) precipitation and temperature inputs are based on county specific climate projections
provided the Swedish Metrological and Hydrological Institute, SMHI (Asp et al., 2015). The climate projections are produced
by the regional climate model RCA4 (Strandberg et al., 2014), by downscaling climate scenarios from an ensemble consisting
of nine global climate models (CanESM2, CNRM-CM5, GFDL-ESM2M, EC-EARTH, IPSL-CM5A-MR, MIROCS, MPI-EMS-LR,
NorESMI1-M and HadGEM2-ES) (Sjokvist et al., 2015). Two emission scenarios (Representative Concentration Pathways, RCP),
published by the Intergovernmental Panel on Climate Change (IPCC, 2013), are considered in the regional climate projections:
RCP4.5 and RCP8.5.

The county specific climate projections by SMHI provide climate inputs in the form of relative changes compared to the
reference period 1961 — 1990. To estimate the local climate inputs in absolute terms we calculated the mean monthly
precipitation and temperature variables for the reference period and multiplied or added the projected relative change:

Pt = Py + ;¢ Pjyr Equation A.1
Tie = Tir + Bir Equation A.2

Where P;; and Tj; are the projected absolute monthly precipitation (mm/month) and temperature (°C) variables for month i
and time t respectively. P;,. and Tj, represent the mean precipitation and temperature for month i during the reference
period. @;; is the relative change in precipitation (%) and f;; is the change in temperature (°C) for month i at time t in the
future.

In the climate module the user can define which climate scenario (RCP4.5 or RCP8.5) he/she wants to activate using a climate
switch. This allows the user to switch between the two climate scenarios in consecutive simulations.

Mean future solar radiation and windspeed

The county specific climate projections by SMHI do not include solar radiation or windspeed. Therefore, we assume historic
observations of solar radiation and windspeed to be representative for future climates and use the monthly mean values
from the historic simulation period in our future projections.

Future climate variability

The regional climate scenarios produced by SMHI show the projected mean values for the climate variables, but they do not
include between year variation. To add between year variability to our simulations we fitted probability distribution functions
(PDF) to the historic precipitation, temperature and solar radiation observations for each month of the year. Precipitation
was approximated by a two parameter Weibull distribution and temperature and solar radiation were approximated by the
Normal distribution. Future variation in climate inputs were then simulated by keeping the shape parameter of the Weibull
distribution, and the relative standard deviation of the Normal distribution, constant whilst adjusting the scale and mean
parameters according to the SMHI scenarios. In other words, each timestep the software was allowed to randomly sample
from a PDF with a mean provided by the SMHI climate scenario and a shape estimated from the historical data for that specific
month.

Monthly potential evapotranspiration

Monthly potential evapotranspiration (PET) is calculated using the Penman-Monteith method (Penman and Keen, 1948) using
precipitation, temperature, windspeed and solar radiation as inputs. Due to missing data on relative humidity we used the
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simplifying assumption, as suggested by Zotarelli et al. (2015), that dewpoint temperature can be approximated by the
minimum day temperature.

Effect of temperature on water use

Higher temperatures tend to increase per capita water use. To account for this we used the model developed by Dimki¢
(2020) where weekly per capita water use is estimated to increase by 1-5% for each degree Celsius that the hottest day of
the week exceeds a threshold temperature of 15 °C. We assume a 2% increase in per capita water use when using monthly
temperature values. The effect of temperature on per capita water use, 7, , ., is calculated according to Equation A.3.

ETyax = qu * 0.02 % MAX (0, Tyax — Tiim) Equation A.3

Where g4 is the baseline water use per capita and month for Sweden, Twax is the temperature of the hottest day of the month
and Tiim is the threshold temperature for increased water consumption suggested by Dimki¢ (2020).

Graphical representation of the Climate Module
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Complete list of equations for the Climate Module

Abbreviations

S = Stock

F = Flow

C = Constant

A = Auxiliary

D = Data input

I = Initial value

T = Graphical/Lookup Table

Table A.2. Climate module — variable constants

Climate module

Type Variable name Value Unit Description
C SCALE_DENOMINATORS[January;Dec | 0.887;0.886;0.886;0.892;0.8 dmnl This is the denominator of the equation for calculating the
ember] 92;0.900;0.891;0.887;0.887; scale parameter of the Weibull distribution for future
0.888;0.886;0.886 monthly precipitation. The parameter values are calculated
from historical precipitation data 1882-1995.
Equation for calculating the scale parameter of the Weibull
distribution:
scale = mean/GAMMA((1/shape)+1)
Where mean is the mean precipitation of the month,
GAMMA is the gamma function as described by
Abramowitz and Stegun (1988) and shape is the shape
parameter of the Weibull distribution.
C SHAPE_PARAMETER[January:Decemb | 2.478;2.039;2.038;1.702;1.7 mm/meter This is the shape parameter of the Weibull distribution
er] 16;1.539;1.728;1.905;1.916; A2/month function for future precipitation. Calculated based on
1.875;2.271;2.161 historic precipitation values 1882-1995.
CLIMATE_SWITCH 1;2 dmnl This is a control parameter for choosing which future

climate scenario to be used for the period 2021-2050.

If CLIMATE_SWITCH = 1 then the SMHI RCP4.5 scenario will
be used.

If CLIMATE_SWITCH = 2 then the SMHI RCP8.5 scenario will
be used.




C FRACTIONAL INCERASE IN WATER 0.02 dmnl/C For each degree C above TMAX threshold (15 C) the
USE PER C ABOVE THRESHOLD average PC water use increases by 1-5 % on a weekly basis
according to Dimki¢ (2020). We assume an effect of 2 % for
F&ré when using monthly TMAX values.
C TMAX_SD[January:December] 2.25;2.85;2.67;2.46;2.5;1.93; C This is the standard deviation of the temperature of the
2.25;1.9;1.93;1.78;1.67;2.49; observed hottest day per month in 2000-2020.
Source: SMHI
C TMIN_SD[January:December] 2.65;4.14; C This is the standard deviation of the temperature of the
3.57;1.37;1.69;1.47;1.29;1.3 observed coldest day per month in 2000-2020.
5;1.85;1.49;1.77;3.45 Source: SMHI
C TMAX_THRESHOLD 15 C Below this threshold temperature, water use is insensitive
to temperature (Dimki¢, 2020).
Climate Module - Evapotranspiration?
C B_PRESSURE_AND_TEMP kPa/C 1
C Celsius C 1
C ELEVATION m 7 This is the elevation above sea level.
C G MJ/(month*meter?2) 0 Solar constant
C kPa kPa 1
C m/sec m/sec 1
C MEAN_WIND_SPEED[January:Decem m/sec Mean wind speed per month 1991-2004
ber] Source: SMHI
C MEGAJOULES_m2 MJ/(month*meter”2)
C METERS meter 1
C mm/meter"2 mm/meter”2 1
C PRESSURE_UNITS kPa 1
C TALL_OR_SHORT_GRASS_COEFFICIEN | dmnl 900 This is the coefficient used for calculating
T evapotranspiration.
Table A.3. Climate module — auxiliary calculations
Type Variable name Equation Units Description
analytical_precipitation IF Evapotranspiration.Monthly_counter <= 1 THEN mm/meter?2 | Selects which precipitation distribution
= weibull_PDF[January] /month function (January:December) to use in the

ELSE IF Evapotranspiration.Monthly_counter > 1 AND
Evapotranspiration.Monthly_counter<=2 THEN
weibull_PDF[February]

ELSE IF Evapotranspiration.Monthly_counter > 2 AND
Evapotranspiration.Monthly_counter<=3 THEN
weibull_PDF[March]

ELSE IF Evapotranspiration.Monthly_counter > 3 AND
Evapotranspiration.Monthly_counter<=4 THEN
weibull_PDF[April]

ELSE IF Evapotranspiration.Monthly_counter > 4 AND
Evapotranspiration.Monthly_counter<=5 THEN
weibull_PDF[May]

ELSE IF Evapotranspiration.Monthly_counter > 5 AND
Evapotranspiration.Monthly_counter<=6 THEN
weibull_PDF[June]

ELSE IF Evapotranspiration.Monthly_counter > 6 AND
Evapotranspiration.Monthly_counter<=7 THEN
weibull_PDF[July]

ELSE IF Evapotranspiration.Monthly_counter > 7 AND
Evapotranspiration.Monthly_counter<=8 THEN
weibull_PDF[August]

ELSE IF Evapotranspiration.Monthly_counter > 8 AND
Evapotranspiration.Monthly_counter<=9 THEN
weibull_PDF[September]

ELSE IF Evapotranspiration.Monthly_counter > 9 AND
Evapotranspiration.Monthly_counter<=10 THEN
weibull_PDF[October]

calculations depending on the month of
the year.

2 Unless otherwise stated, parameter values and calculations for modeling evapotranspiration are based on the FAO-56 Penman-Monteith
method as outlined by Zotarelli et al., (2015).
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ELSE IF Evapotranspiration.Monthly_counter > 10 AND
Evapotranspiration.Monthly_counter<=11 THEN
weibull_PDF[November]

ELSE weibull_PDF[December]

effect_of_TMAX_on_PC
_water_use =

IF TMAX_with_variation < TMAX_threshold

THEN 1

ELSE 1 + (TMAX_with_variation-
TMAX_threshold)*fractional_increase_in_water_use_p
er_C_above_threshold

dmnl

Per capita water use increases when
temperatures reach values above a
threshold temperature (15 °C). The
effect_of_TMAX_on_PC-water_use is
takes on values greater than 1 when the
monthly TMAX exceeds the threshold
temperature suggested by (Dimki¢, 2020).

Monthly_Counter =

COUNTER(0, 12)

month

The Monthly_Counter is used as a
multiplier in other calculations to keep
track of the month of the year.

COUNTER Value = Month
0<1 = January

1<2 = February
2<3 = March

3<4 = April

4<5 = May

5<6 = June

6<7 = July

7<8 = August

8<9 = September
9<10 = October
10<11 = November
11<12 = December

precipitation =

IFTIME <0

THEN HISTORIC_PRECIPITATION
ELSE IF CLIMATE_SWITCH = 1
THEN Precip_SMHI_RCP45_p3
ELSE Precip_SMHI_RCP85_P3

mm/meter”2
/month

For simulations starting before January
2000 (TIME < 0) a historic precipitation
dataset is used. When simulating January
2000 and forward either the SMHI RCP 4.5
or SMHI RCP 8.5 datasets are used,
depending on the settings of the CLIMATE
SWITCH.

precipitation_with_varia
tion =

IF TIME <253
THEN precipitation
ELSE analytical_precipitation

mm/meter"2
/month

Before time 253 (January 2021) historic
precipitation data are used. After time
253 simulated precipitation data, with
variation between years, is used.

SD_TMIN =

IF Evapotranspiration.Monthly_counter <= 1 THEN
TMIN_SD[January]

ELSE IF Evapotranspiration.Monthly_counter > 1 AND
Evapotranspiration.Monthly_counter<=2 THEN
TMIN_SD[February]

ELSE IF Evapotranspiration.Monthly_counter > 2 AND
Evapotranspiration.Monthly_counter<=3 THEN
TMIN_SD[March]

ELSE IF Evapotranspiration.Monthly_counter > 3 AND
Evapotranspiration.Monthly_counter<=4 THEN
TMIN_SD[April]

ELSE IF Evapotranspiration.Monthly_counter > 4 AND
Evapotranspiration.Monthly_counter<=5 THEN
TMIN_SD[May]

ELSE IF Evapotranspiration.Monthly_counter > 5 AND
Evapotranspiration.Monthly_counter<=6 THEN
TMIN_SD[June]

ELSE IF Evapotranspiration.Monthly_counter > 6 AND
Evapotranspiration.Monthly_counter<=7 THEN
TMIN_SD[July]

ELSE IF Evapotranspiration.Monthly_counter > 7 AND
Evapotranspiration.Monthly_counter<=8 THEN
TMIN_SD[August]

ELSE IF Evapotranspiration.Monthly_counter > 8 AND
Evapotranspiration.Monthly_counter<=9 THEN
TMIN_SD[September]

ELSE IF Evapotranspiration.Monthly_counter > 9 AND
Evapotranspiration.Monthly_counter<=10 THEN
TMIN_SD[October]

SD_TMIN is the standard deviation of
TMIN. Each month has a different value
for SD_TMIN and which value to be used
in the calculations is decided by the
monthly counter. If Monthly_Counter has
avalue between 0 and 1 then
SD_TMIN[January] will be used, etc.




ELSE IF Evapotranspiration.Monthly_counter > 10 AND
Evapotranspiration.Monthly_counter<=11 THEN
TMIN_SD[November]

ELSE TMIN_SD[December]

SOLAR_MEAN = IF Monthly_Counter <=1 THEN 41.92 MJ/(month* Sets the mean solar radiation per month
ELSE IF Monthly_Counter > 1 AND Monthly_Counter mA72) by using historic mean values from 2008-
<=2 THEN 102.85 2020 (SMHI).

ELSE IF Monthly_Counter > 2 AND Monthly_Counter
<=3 THEN 273.62 ELSE IF Monthly_Counter >3 AND
Monthly_Counter <=4 THEN 478.73

ELSE IF Monthly_Counter >4 AND Monthly_Counter
<=5THEN 673.26

ELSE IF Monthly_Counter > 5 AND Monthly_Counter
<=6 THEN 715.10

ELSE IF Monthly_Counter > 6 AND Monthly_Counter
<=7 THEN 665.17

ELSE IF Monthly_Counter > 7 AND Monthly_Counter
<=8 THEN 515.32

ELSE IF Monthly_Counter > 8 AND Monthly_Counter
<=9 THEN 326.40

ELSE IF Monthly_Counter > 9 AND Monthly_Counter
<=10 THEN 156.49

ELSE IF Monthly_Counter > 10 AND Monthly_Counter
<=11 THEN 50.42

ELSE 27.51

solar_radiation = IF TIME < 252 MJ/(month* Before 2020 historic values on solar
THEN HISTORIC_SOLAR_RADIATION mA2) radiation are used. After 2020 simulated
ELSE NORMAL(SOLAR_MEAN, SOLAR_SD, SEED, 0, 800, values with a normal distribution are
1) used.

SOLAR_SD = IF Monthly_Counter <=1 THEN 3.44 MJ/(month* This is the standard deviation of monthly
ELSE IF Monthly_Counter > 1 AND Monthly_Counter mA2) solar radiation values (SMHI).
<=2 THEN 15.77
ELSE IF Monthly_Counter > 2 AND Monthly_Counter
<=3 THEN 30.43
ELSE IF Monthly_Counter >3 AND Monthly_Counter
<=4 THEN 40.02
ELSE IF Monthly_Counter > 4 AND Monthly_Counter
<=5THEN 53.21
ELSE IF Monthly_Counter > 5 AND Monthly_Counter
<=6 THEN 33.63
ELSE IF Monthly_Counter > 6 AND Monthly_Counter
<=7 THEN 40.13
ELSE IF Monthly_Counter > 7 AND Monthly_Counter
<=8 THEN 46.78
ELSE IF Monthly_Counter > 8 AND Monthly_Counter
<=9 THEN 30.78
ELSE IF Monthly_Counter > 9 AND Monthly_Counter
<=10 THEN 25.57
ELSE IF Monthly_Counter > 10 AND Monthly_Counter
<=11 THEN 8.39
ELSE 3.43

T SD= IF Evapotranspiration.Monthly_counter <= 1 THEN C Sets the standard deviation of TMAX to be

TMAX_SD[January]

ELSE IF Evapotranspiration.Monthly_counter > 1 AND
Evapotranspiration.Monthly_counter<=2 THEN
TMAX_SD[February]

ELSE IF Evapotranspiration.Monthly_counter > 2 AND
Evapotranspiration.Monthly_counter<=3 THEN
TMAX_SD[March]

ELSE IF Evapotranspiration.Monthly_counter > 3 AND
Evapotranspiration.Monthly_counter<=4 THEN
TMAX_SD[April]

ELSE IF Evapotranspiration.Monthly_counter > 4 AND
Evapotranspiration.Monthly_counter<=5 THEN
TMAX_SD[May]

ELSE IF Evapotranspiration.Monthly_counter > 5 AND
Evapotranspiration.Monthly_counter<=6 THEN
TMAX_SD[June]

used when simulating future
TMAX_with_variation.
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ELSE IF Evapotranspiration.Monthly_counter > 6 AND
Evapotranspiration.Monthly_counter<=7 THEN
TMAX_SD[July]

ELSE IF Evapotranspiration.Monthly_counter > 7 AND
Evapotranspiration.Monthly_counter<=8 THEN
TMAX_SD[August]

ELSE IF Evapotranspiration.Monthly_counter > 8 AND
Evapotranspiration.Monthly_counter<=9 THEN
TMAX_SD[September]

ELSE IF Evapotranspiration.Monthly_counter > 9 AND
Evapotranspiration.Monthly_counter<=10 THEN
TMAX_SD[October]

ELSE IF Evapotranspiration.Monthly_counter > 10 AND
Evapotranspiration.Monthly_counter<=11 THEN
TMAX_SD[November]

ELSE TMAX_SD[December]

TMAX = IF TIME < 0 THEN HISTORIC_TMAX C Selects what time series of mean monthly
ELSE IF CLIMATE_SWITCH = 1 THEN TMAX to use depending on the TIME of
TMAX_SMHI_RCP45_P3 the simulation.
ELSE TMAX_SMHI_RCP85_P3
TMAX_with_variation = IF TIME <253 THEN TMAX C Introduces between year variation in
ELSE NORMAL(TMAX, T_SD, SEED) future TMAX. Before time 253 historical
TMAX data are used. After time 253 TMAX
is normally distributed around the mean
TMAX provided by the SMHI scenarios.
TMIN = IF TIME < 0 THEN HISTORIC_TMIN C Selects what time series of mean monthly
ELSE IF CLIMATE_SWITCH =1 THEN TMIN to use depending on the TIME of
TMIN_SMHI_RCP45_P3 ELSE TMIN_SMHI_RCP85_P3 the simulation.
TMIN_with_variation = IF TIME <253 THEN TMIN C Introduces between year variation in
ELSE NORMAL(TMIN, SD_TMIN, SEED) future TMIN. Before time 253 historical
TMIN data are used. After time 253 TMIN
is normally distributed around the mean
TMIN provided by the SMHI scenarios
SCALE[January:Decembe | precipitation/SCALE_DENOMINATORS[January:Decemb | mm/meterA2 | This is the equation for the scale
r]= er] /month parameter of the Weibull probability
distribution used for simulation between
year variation in future precipitation.
weibull_PDF[January] = | WEIBULL(SHAPE_PARAMETER, SCALE[January], SEED, mm/meter~2
0,104.7,1) /month
weibull_PDF[February] = | WEIBULL(SHAPE_PARAMETER, SCALE[February], SEED, mm/meter"2
0,74,1) /month
weibull_PDF[March] = WEIBULL(SHAPE_PARAMETER, SCALE[March], SEED, 0, | mm/meter’2 To simulate between year variation in
69.7,1) /month future monthly precipitation we assume
weibull_PDF[April] = WEIBULL(SHAPE_PARAMETER, SCALE[April], SEED, O, mm/meter’2 precipitation to follow a Weibull
91,1) /month distribution. The shape of the Weibull PDF
weibull_PDF[May] = WEIBULL(SHAPE_PARAMETER, SCALE[May], SEED, 0, mm/meter’2 is set by the SHAPE and SCALE
93,1) /month parameters, estimated from historic
weibull_PDF[June] = WEIBULL(SHAPE_PARAMETER, SCALE[June], SEED, O, mm/meter’2 precipitation data (1882-1995) and the
122, 1) /month projected monthly precipitation in the
weibull_PDF[July] = WEIBULL(SHAPE_PARAMETER, SCALE[July], SEED, O, mm/meter”2 SMHI RCP4.5 and 8.5 scenarios. The
161, 1) /month distribution is bounded by the historic
weibull_PDF[August] = WEIBULL(SHAPE_PARAMETER, SCALE[August], SEED, 0, | mm/meter?2 maximum and minimum observed
164, 1) /month precipitation for each month.
weibull_PDF[September] | WEIBULL(SHAPE_PARAMETER, SCALE[September], mm/meter/2
= SEED, 0, 146,1) /month See documentation for Stella Architect for
weibull_PDF[October] = | WEIBULL(SHAPE_PARAMETER, SCALE[October], SEED, mm/meterr2 | further details about the Weibull function:
0,170.2,1) /month ISEE Systems
weibull_PDF[November] WEIBULL(SHAPE_PARAMETER, SCALE[November], mm/meter"2
= SEED, 0, 134, 1) /month
weibull_PDF[December] WEIBULL(SHAPE_PARAMETER, SCALE[December], mm/meter”2
= SEED, 0, 112.9, 1) /month

Climate Module - Evapotranspiration?

A= (0.408*delta_in*(Rn_in-G))/megajoules_m2 dmnl

B= ((gamma_ET*tall_or_short_grass_coefficient*u2*(es- dmnl
ea))/(mean_temp+273))/B_pressure_and_temp

Bl= delta_in+(gamma_ET*(1+(0.38*u2))) dmnl

delta_in = (2503*EXP((17.27*(mean_temp/Celsius))/((mean_tem dmnl

p/Celsius) +237.3)))/(((mean_temp/Celsius)+237.3)2)

See Zotarelli et al., (2015).
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A ea= 0.6108*EXP((17.27*Clim.TMIN_with_variation)/(Clim.T | kPa
MIN_with_variation+237.3)) *kPa

A eo(TMAX) = 0.6108*EXP((17.27*Clim.TMAX_with_variation)/(Clim. kPa
TMAX_with_variation+237.3))*kPa

A eo(TMIN) = 0.6108*EXP((17.27*Clim.TMIN_with_variation)/(Clim.T | kPa
MIN_with_variation+237.3)) *kPa

A es= (eo(TMIN)+eo(TMAX))/2 kPa

A ET= ((A+B)/B1) *mm/meter”2 mm/meter’2

A gamma_ET = (0.000665*P)/kPa dmnl

A mean_temp = (Clim. TMAX_with_variation+Clim.TMIN_with_variation | C

)/2
A P= 101.3*((293-(0.0065* (ELEVATION/meters)))/293)A5.26 | kPa
*PRESSURE_UNITS

A Rn_in = Clim.solar_radiation MJ/(month*

m2)

A u2 = WIND_SPEED*4.87/(LN((67.8*10)-5.42))/(m/sec) dmnl

A WIND_SPEED = IF Monthly_counter <=1 THEN meter/sec This is the monthly mean wind speed as

MEAN_WIND_SPEED[January] 10 meter above ground per month.
ELSE IF Monthly_counter >1 AND Monthly_counter <=2
THEN MEAN_WIND_SPEED[February]
ELSE IF Monthly_counter >2 AND Monthly_counter <=3
THEN MEAN_WIND_SPEED[March]
ELSE IF Monthly_counter >3 AND Monthly_counter <=4
THEN MEAN_WIND_SPEED[April]
ELSE IF Monthly_counter >4 AND Monthly_counter <=5
THEN MEAN_WIND_SPEED[May]
ELSE IF Monthly_counter >5 AND Monthly_counter <=6
THEN MEAN_WIND_SPEED[June]
ELSE IF Monthly_counter >6 AND Monthly_counter <=7
THEN MEAN_WIND_SPEED[July]
ELSE IF Monthly_counter >7 AND Monthly_counter <=8
THEN MEAN_WIND_SPEED[August]
ELSE IF Monthly_counter >8 AND Monthly_counter <=9
THEN MEAN_WIND_SPEED[September]
ELSE IF Monthly_counter >9 AND Monthly_counter
<=10 THEN MEAN_WIND_SPEED[October]
ELSE IF Monthly_counter >10 AND Monthly_counter
<=11 THEN MEAN_WIND_SPEED[November]
ELSE MEAN_WIND_SPEED[December]
Table A.4. Climate module — Data inputs

Type Variable name Units Description

D HISTORIC_PRECIPITATION mm/meter?2/month | This is the historic precipitation per month 1961 to 2000. Used for generating the
groundwater range for reference period P1 (1961-1990). Source: SMHI. See appendix C for
full dataset.

D HISTORIC_SOLAR_RADIATION | MJ/(month*m2) This is the historic solar radiation values per month in 2000-2020. Source: SMHI. See
appendix C for full dataset.

D HISTORIC_TMAX C This is the temperature of the hottest observed day per month in the historic period 1961
to 2000. Used for generating the groundwater range for reference period P1 (1961-1990).
Source: SMHI. See appendix C for full dataset.

D HISTORIC_TMIN C This is the temperature of the coldest observed day in the historic period 1961 to 2000.
Used for generating the groundwater range for reference period P1 (1961-1990). Source:
SMHI. See appendix C for full dataset.

D Precip_SMHI_RCP45_P3 mm/meter?2/month | This is the projected mean monthly precipitation according to the SMHI RCP4.5 scenario for
the Gotland region up to 2050. Based on Asp (2015). See appendix C for full dataset.

D Precip_SMHI_RCP85_P3 mm/meter?2/month | This is the projected mean monthly precipitation according to the SMHI RCP8.5 scenario for
the Gotland region up to 2050. Based on Asp (2015). See appendix C for full dataset.

D TMAX_SMHI_RCP45_P3 C This is the projected temperature of the hottest day per monthly according to the SMHI
RCP4.5 scenario for the Gotland region up to 2050. Based on Asp (2015). See appendix C for
full dataset.

D TMIN_SMHI_RCP85_P3 C This is the projected temperature of the hottest day per monthly according to the SMHI
RCP8.5 scenario for the Gotland region up to 2050. Based on Asp (2015). See appendix C for
full dataset.

D TMIN_SMHI_RCP45_P3 C This is the projected temperature of the coldest day per monthly according to the SMHI
RCP4.5 scenario for the Gotland region up to 2050. Based on Asp (2015). See appendix C for
full dataset.
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TMIN_SMHI_RCP85_P3 C This is the projected temperature of the coldest day per monthly according to the SMHI

full dataset.

The Public Water Supply module
The Public Water Supply module represents the municipal aquifer utilized for public water supply. The aquifer is modeled as
a two-stock structure with a soil storage stock, S(t), and a groundwater storage stock, GW(t).

Key operations performed in the module:

1. Imports data on precipitation and evapotranspiration from the Climate module, and data on desired groundwater
pumping from the Public Water Supply Demand Balance module.

2. Partitions precipitation into rain and snow based on temperature.

3. Calculates the water balance of the aquifer using a Budyko-based approach as described by Zhang et al. (2008).

a. Available rain and snowmelt are partitioned into runoff and infiltration based on the soil dryness index
and the soil retention efficiency.

b. Evapotranspiration from the soil layer is calculated as a function of the soil storage, the PET and the
evapotranspiration efficiency of the ground cover.

c. Groundwater recharge, from the soil layer to deep groundwater storage, is calculated as a function of the
soil saturation level, the PET and the evapotranspiration efficiency of the ground cover.

d. Groundwater discharge is calculated as a function of the groundwater saturation level, and a discharge
factor (the groundwater baseflow).

e. Vertical groundwater flow is estimated using Darcy’s flow equation (Hillel, 2004). This represents the
groundwater flow between the municipal aquifer and the surroundings if pumping would lower the water
table of the municipal aquifer below that of the surroundings

4. Estimates the groundwater level in the aquifer as a function of the depth of the aquifer, the physical properties of
the medium and the volume of water stored in the groundwater stock.

5. Limits groundwater pumping by the municipality as the groundwater level approaches the depth of the municipal
wells.

Simulating snow and snowmelt

Precipitation is partitioned into rain, P,(t), and snowfall, Ps(t), using a temperature-based allocation method (Federer, 1995).
If the mean monthly temperature is above the threshold temperature for rain, or below the threshold temperature for snow,
all precipitation will be allocated to rain or snow respectively. Between the two threshold temperatures the proportion of
rain increases linearly with temperature. Snow accumulates as a stock of snow storage, Snow(t), and melts at a rate, Sn,
determined by the same temperature thresholds used snow formation. The level of the snow storage stock is calculated by
Equation A.4

Snow(t) = Snow(t — dt) + (Ps — S,)dt Equation A.4.
where dt is the time step used in the simulation.
Water balance calculations
The dynamics of the S(t) and GW(t) are governed by the following two equations:
S(t) =St —dt)+ U+ ET; —ET — R)dt Equation A.5.
GW(t) =GW(t—dt) +(R+F,—ET;— D —E)dt Equation A.6.

I, ET4, ET and R are infiltration, deep evapotranspiration (representing evapotranspiration occurring directly from the
groundwater table at times with high groundwater levels), evapotranspiration and recharge respectively. F,, D and E are
vertical groundwater flow (representing exchange between the aquifer and surrounding aquifers), groundwater discharge
and groundwater extraction respectively.

Partitioning rain and snowmelt into runoff and infiltration

The sum of rain and snowmelt, P(t), is partitioned into infiltration, I(t), and direct runoff, Qq(t) (Equation A.7). The amount
that infiltrates is calculated according to Equation A.8.

P(t) =1(t) + Qa(t) Equation A.7
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Xo(®) . o )
1(t) = P()f (P"m ,al) =P(®) [1 +is—(1+ 151)”1] Equation A.8
Xo(t)/P(t) is an index of dryness, is, with Xo(t) being the sum of the available soil storage capacity in the soil layer and PET. o
is a constant representing the rainfall retention efficiency of the soil. The partitioning of rain and snowmelt into runoff and
infiltration is schematically illustrated in Figure A.4.

i
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Figure A.4. Ratio of the mean monthly rain and snowmelt, P(t), partitioned into direct runoff, Qq(t), and soil infiltration, I(t),
as a function of the index of dryness, Xo(t)/P(t). The shape of the partitioning curve is determined by the retention efficiency
of the soil, a;. Areas with a higher value for a; will have a larger proportion of P(t) partitioned to infiltration and less to direct
runoff. The demand and supply limits are shown as dashed lines

I(t) / P(t) = 1 as X,(t)/P(t) - oo (very dry conditions) Equation A.9

I1(t) = Xo(t) as Xo(t)/P(t) > 0 (very wet conditions) Equation A.10

Calculating evapotranspiration and groundwater recharge

Evapotranspiration, ET(t) is a function of the level of the soil storage stock, S(t), PET(t), and the evapotranspiration efficiency
of the soil cover a,, PET(t) and S(t) can be considered the demand and supply limits for evapotranspiration, and the ratio
PET(t)/S(t) is the demand/supply index for evapotranspiration, ier (Equation A.11).

PET(t)
s

ET(t) = SO (2, a,) = 5(1) [1 +igr—(1+i% %2] Equation A.11

Recharge, R(t), equals S(t) minus the evapotranspiration opportunity, Y(t), (Equation A.11). Y(t) is calculated as a function of
PET, S(t), soil storage capacity, Smax, and a; according to Equation A.13

R(t)=S()—-Y(t) Equation A.12
1
Y(@©) = SOF (e 0y ) = 5(6) [1 +ive — (14 i;“gt))”] Equation A.13
PET(t)+Smax

where represents the demand/supply index for evapotranspiration opportunity iyy).

S(t)

The partitioning of soil storage into evapotranspiration, recharge and soil retention to the next time step, S(t+1), is
schematically illustrated in Figure A.5.
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Figure A.5. Ratio of soil storage, S(t), partitioned into recharge, R(t), evapotranspiration, ET(t), and soil storage retention to
the next time step, S(t+1), as a function of the demand/supply index for evapotranspiration, PET(t)/S(t), and the
demand/supply index for evapotranspiration opportunity, [PET(t)+Smax]/S(t)]. The shape of the partitioning curve is
determined by evapotranspiration efficiency of the soil cover a2. The demand and supply limits are shown as dashed lines.

Y(t)/S(t) =1 as % — oo (very dry conditions) Equation A.14
Y(t) = [PET(t) + Spax] as % — 0 (very wet conditions) Equation A.15

Calculating groundwater discharge

Groundwater discharge, D(t), is calculated as a function of the saturation level of the aquifer and a discharge factor, as.

Equation A.16

D(t) = a3 (GW (1) » 22)

GWinax

Where GWnay is the estimated maximum storage capacity of the aquifer, estimated from the size of the aquifer and the
physical properties of the medium.

Modeling groundwater extraction and horizontal groundwater flow

Groundwater extraction, E(t), is set equal to the desired pumping, E*(t) (calculated in the Water Supply Demand Balance
module), as long as the groundwater level in the aquifer, GWLa(t), remains higher than the depth of the municipal wells, WD.
If the distance between GWLa(t) and WD is less than one meter, E(t)/E*(t) will linearly approach zero as GWLa(t) approaches
WD.

If GWL,(t) —WD < 1m then E(t)/E*(t) = 0 as GWL,(t) —WD - 0 Equation A.17

Vertical groundwater flow, F,(t), is estimated using Darcy’s flow equation (Hillel, 2004). The groundwater level of the
municipal aquifer is compared to a baseline groundwater level of the surrounding aquifers, GWLg(t), where we assume no
groundwater extraction to occur. This is a realistic assumption as the municipal aquifer on Far6 is located in a nature reserve
with few other wells in the near proximity. F,(t) is assumed to be positive if E(t) causes GWLa(t) to fall below GWLg(t). The
rate of the flow is calculated by Equation A.18 where Ah(t) is the difference between GWLx(t) and GWLg(t), Acw(t) is the cross-
sectional area of the flow, K is the hydraulic conductivity of the medium and Lew is the vertical flow distance.

E,(t) = K * Agy (t) (%) Equation A.18

Estimating the groundwater level

GWLaand GWLg are both calculated by equation A.19.

(GW(t))
GWL(t) =d + 2

— Equation A.19

Where d is the depth of the aquifer, @ is the water holding capacity of the medium and A is the aquifer area.
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Graphical representation of the Public Water Supply Module
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Figure A.6. Public Water Supply Module

Complete list of equations for the Public Water Supply Module

Abbreviations

S = Stock

F = Flow

C = Constant

A = Auxiliary

D = Data input

| = Initial value

T = Graphical/Lookup Table

Table A.5. Assumptions & constants

Public Water Supply Module

Type Variable name Unit Value Description

C SOIL WATER ADJUSTMENT TIME month 1 This is a time constant representing the time interval over which incoming
precipitation is distributed (one month).

C AQUIFER RADIUS Meter”2 21.7 This is the radius of the municipal aquifer.

c MELTING TIME month 0.376 This is a constant representing the time for surface runoff from snowmelt to
reach the soil surface. Calibrated value.

C DEPTH_OF_AQUIFER meter -10 This is the depth of the municipal aquifer.

C DEPTH_OF_SHALLOW_SOIL_LAYER meter 1.16 This is the depth of the soil storage layer of the municipal aquifer. Calibrated
value.

c DISCHARGE FACTOR Dmnl/mon | 0.01 This is a parameter governing the groundwater baseflow from the municipal

th aquifer. Calibrated value.

C ET_FACTOR_a2 dmnl 0.6 This is a model parameter representing the evapotranspiration efficiency of
the ground cover of the municipal aquifer. Based on studies by Zhang et al.
(2008). Calibrated value.
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RETENTION_FACTOR_al dmnl 0.65 This is a model parameter representing the capacity of the soil surface to
retain water. Based on studies by Zhang et al. (2008). Calibrated value.
ET_TIME month 1 This is the evapotranspiration time.
GW_AT month 0.773 This is the time for water to flow from the soil storage layer to the
groundwater storage layer of the municipal aquifer. Calibrated value.
GW_L meter 50.94 This is the average horizontal distance the groundwater flows from the
surroundings to reach the municipal aquifer. Calibrated value.
INFILTRATION TIME month 1 This is the time for precipitation to infiltrate to the soil storage stock.
INIT_GW_STORAGE[Aquifer_GW:Baseline mm/meter | 1150:1265 This is the volume of water stored per square meter of aquifer (the municipal
_GW] N2 aquifer and the surrounding aquifers) at the start of the simulation (January
2000). Calibrated values.
INIT_SNOW mm/meter | 0 This is the volume of water stored as snow at the start of the simulation
A2 (January 2000).
INIT_SOIL_STORAGE mm/meter | 100 This is the volume of water stored in the shallow soil layer per square meter
A2 of aquifer area at the start of the simulation (January 2000).
K meter/mo 549.8 This is the hydraulic conductivity (K) of the municipal aquifer. This
nth corresponds to 3*10/-5 meter/second, the hydraulic conductivity of fine-
grained sand.
Soil samples from Region Gotland suggest a conductivity in the range:
2*107-4 to 3*107-4 meter/s
or
518 -777 meter/month.
mm/meter”3 mm/meter | 1000 This is the number of mm precipitation per cubic meter of water. 1 mm
"3 precipitation = 1 liter/meter2.
T_ALL_RAIN C 33 This is the threshold mean monthly temperature above which all
precipitation falls as rain.
T_ALL_SNOW C -10 This is the threshold mean monthly temperature below which all
precipitation falls as snow.
WATER_HOLDING_CAPACITY_OF_MEDIU mm/meter | 180 This is the water holding capacity of the soil medium. Based on porosity
M A3 estimates provided by Region Gotland and then calibrated to optimize fit to
historical data.
WELL_DEPTH? meter - This is the depth of the municipal wells. Classified information. For inquiries
about the data consult Region Gotland.
Table A.6. Stocks and Flows
Public Water Supply Modul.
Type Variable name Equation Units Description
GW_Storage(t)= GW_Storage(t - dt) + (recharge + horizontal_GW_flow - mm This is the groundwater stock of
GW._discharge - deep_ET - extraction) * dt the municipal aquifer. It increases
by recharge and horizontal
groundwater flow, and it is
drained by deep
evapotranspiration and
groundwater extraction.
Recharge = (Soil_Storage-evapotranspiration_opportunity)/GW_AT mm/month | Recharge is the flow of water
from Soil Storage to Groundwater
Storage. It is calculated as the
difference between Soil Storage
and the evapotranspiration
opportunity any given month.
horizontal_GW_flow[Aq horizontal_GW_flow[Aquifer_GW] = GW_flow_rate = mm/month | The horizontal groundwater flow

uifer_GW] =

K*GW_A*(GW_delta_h/GW_L) *"'mm/meter”3

allows groundwater storage to
adjust to the groundwater level in
surrounding catchments. If
extraction causes the
groundwater level in the
municipal aquifer to drop below
that of the surroundings, this
causes a horizontal flow into the
aquifer until the hydraulic
gradient is reduced to zero. The
flow is calculated using Darcy’s
flow equation (Hillel, 2004).

3 Details about the municipal wells and water supply system is classified and can therefore not be published.
For inquiries about the data contact Region Gotland.
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horizontal_GW_flow[Bas
eline_GW] =

mm/month

No horizontal groundwater flow
is assumed for the surroundings
of the municipal aquifer.

GW_discharge =

GW_Storage*GW _saturation_level*DISCHARGE_FACTOR

mm/month

GW_discharge is the flow of
water from the aquifer to the
ocean. It is calculated as the
product of groundwater storage,
the groundwater saturation level,
and the discharge factor of the
aquifer.

deep_ET =

MIN(GW_Storage,
ET_potential*effect_of _GW_level_on_deep_ET)/ET_TIME

mm/month

deep_ET represents
evapotranspiration reaching
deeper than the upper soil layer
and is primarily caused by trees
and plants with deep root
systems. It is calculated as the
minimum of the available
GW_storage and the ET_potential
multiplied by the effect of GW
level on deep ET. This structure
makes sure that
evapotranspiration stops if the
groundwater level falls beyond
the reach of the plant root
system.

extraction[Aquifer_GW]

desired_pumping*effect_of_GW_level_on_pumping

mm/month

Extraction from the municipal
aquifer is the product of desired
pumping and the effect of GW
level on pumping. The effect
function makes sure that as the
groundwater level approaches
the depth of the municipal wells,
extraction declines linearly.

extraction[Baseline_GW

1=

mm/month

We assume no extraction occurs
in aquifers surrounding the
municipal aquifer.

Snow_Storage(t) =

Snow_Storage(t - dt) + (snow - snow_melt) * dt

mm/meter
A2

Snow storage is a stock variable
that increases by the flow snow
and is drained by snow melt.

snow =

MAX(0, Clim.precipitation_with_variation*
((T_ALL_RAIN-ET.mean_temp)/
(T_ALL_RAIN-T_ALL_SNOW)))

mm/meter
A2/month

Precipitation is partitioned into
rain and snowfall using a
temperature-based allocation
method (Federer, 1995). If the
mean monthly temperature is
above T_ALL_RAIN or below
T_ALL_SNOW, all precipitation
will be allocated to rain or snow
respectively. Between the two
threshold temperatures a fraction
of the precipitation comes as
Snow.

Rain =

Clim.precipitation_with_variation-snow

mm/meter
A2/month

Rain is the total precipitation
minus the snow fraction.

snow_melt =

Snow_Storage*snow_melt_fraction/MELTING_TIME

mm/meter
A2/month

Snow melt every month is a
fraction of the Snow Storage
stock.

Soil_Moisture_Storage(t

)=

Soil_Storage(t - dt) + (infiltration + deep_ET - recharge - ET)
*dt

mm

Soil Storage is a stock that
increases by infiltration and
capillary rise caused by deep ET,
and is drained by ET.

infiltration =

catchment_rainfall_retention/INFILTRATION_TIME

mm/month

Precipitation retained by the soil
surface infiltrates to the soil layer.

ET=

MIN(ET_potential, Soil_Moisture_Storage)/ET_TIME

mm/month

Evapotranspiration is the
minimum of the ET_potential and
the available water in the
Soil_Moisture_Storage stock.
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Table A.7. Auxiliary calculations

Public Water Supply Module

Type

Variable name

Equation

Units

Description

INIT
Soil_Moisture_Storage

INIT_SOIL_STORAGE*AQUIFER_AREA

mm

The starting value for the
Soil_Moisture_Storage stock is calculated as
the initial water storage per square meter of
aquifer times the total area of the aquifer.

AQUIFER_AREA =

2*PI*AQUIFER_RADIUSA2

meter’2

We assume the area of the aquifer can be
approximated by a circle.

available_storage_capac
ity =

MAX(0, "SOIL_STORAGE_CAPACITY_(Smax)"-
"Soil_Moisture_Storage")

mm

Available storage capacity represents the
difference between the current amount of
water stored in the soil and the maximum
amount of water the soil can hold when
saturated.

catchment_rainfall_rete
ntion =

precipitation_available_per_month*effect_of_dr
yness_index_on_catchment_rainfall_retention

mm

Catchment rainfall retention is the
precipitation withheld by the soil surface. It is
influenced by the dryness index of the soil.
When the soil is dry retention is higher and
vice versa (Zhang et al., 2008).

demand_limit_for_soil_s
torage =

available_storage_capacity+ETO_volume_per_m
onth

mm

The theoretical maximum amount of rain that
can be retained by the soil each month. This is
the sum of the available storage capacity and
the potential evapotranspiration (Zhang et al.,
2008).

demand/supply_index_f
or ET=

ETO_volume_per_month/Soil_Moisture_Storage

dmnl

This index represents the relationship
between the water demand from potential
evapotranspiration and the supply/availability
of water in the soil layer. It is used to calculate
the evapotranspiration potential (Zhangetal.,
2008).

demand/supply_index_f
or_evapotranspiration_
opportunity =

(ETO_volume_per_month+SOIL_STORAGE_CAPA
CITY)/Soil_Moisture_Storage

dmnl

This index represents the relationship
between the demand side for water in the
aquifer system (the sum of potential
evapotranspiration and the maximum soil
storage capacity) and the supply side (the
amount of water already stored in the soil).
The index is used to calculate the
evapotranspiration_opportunity (Zhang etal.,
2008).

desired_pumping =

WSDB.desired_pumping*"mm/meterr3"

mm/mon
th

desired_pumping is the amount of water the
municipality want to extract from the aquifer.
It is equal to the desired_pumping from the
Water Supply Demand Balance (WSDB)
module (in meter”3) converted to mm.

effect_of_demand/suppl
y_index_on_ET =

1+"demand/supply_index_for_ET" -
(1+"demand/supply_index_for_ET"Aevapotransp
iration_efficiency_factor)”(1/evapotranspiration
_efficiency_factor)

dmnl

This is a non-linear function for calculating the
proportion of water stored in the soil that is
partitioned to evapotranspiration each month.
If the demand/supply index is large, more
water is allocated to evapotranspiration and
vice versa (Zhang et al., 2008).

effect_of_dryness_index
_on_catchment_rainfall
_retention[GW_1] =

1+soil_dryness_index-
(1+soil_dryness_indexA"retention_efficiency_(al
)")A(1/"retention_efficiency_(al1)")

dmnl

This is a non-linear function for partitioning
incoming precipitation between catchment
rainfall retention and runoff. Rainfall retention
increases with soil dryness (Zhang et al.,
2008).

effect_of_water_availab
ility_index_on_evapotra
nspiration_opportunitY

1+demand/supply_index_for_evapotranspiration
_opportunity -
(1+demand/supply_index_for_evapotranspiratio
n_opportunity*evapotranspiration_efficiency_fa
ctor)”(1/evapotranspiration_efficiency_factor)

dmnl

This is a non-linear function for calculating the
proportion of water stored in the soil that is
withheld in the soil layer (that is, it remains
available for evapotranspiration) and what
proportion that forms groundwater recharge
(Zhang et al., 2008).

ET_potential =

Soil_Storage*effect_of_demand/supply_index_o
n_ET

mm

This is the proportion of water stored in the
soil layer that is partitioned to
evapotranspiration each month.

ETO_volume_per_month

Evapotranspiration.ET*AQUIFER_AREA

mm

This is the potential evapotranspiration for the
entire aquifer area each month.

evapotranspiration_effic
iency_factor =

1/(1-ET_FACTOR_a2)

dmnl

This step converts the normalized
ET_FACTOR_a2 to its proper scale as described
by Zhang et al. (2008).
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evapotranspiration_opp MAX(0, mm evapotranspiration_opportunity is the
ortunity = Soil_Moisture_Storage*effect_of water_availabi proportion of water stored in the soil that is
lity_index_on_evapotranspiration_opportunity) withheld in the soil layer (that is, it is
unavailable for recharge) each month.
GW_A= AQUIFER_RADIUS*(GW_level - meter’2 This is the cross-sectional area (A) of the
DEPTH_OF_AQUIFER) Darcy’s flow equation (Hillel, 2004) used to
estimate the horizontal groundwater flow.
GW_delta_h = GW_level[Baseline_GW]-GW_level[Aquifer_GW] meter This is the hydraulic gradient between the
municipal aquifer [Aquifer_GW] and the
surrounding aquifers [Baseline_GW]. Used in
the Darcy’s flow equation to calculate
horizontal groundwater flow.
GW_level = DEPTH_OF_AQUIFER+ meter The groundwater level (meters sub surface) is
GW_Storage/WATER_HOLDING_CAPACITY_OF__ modeled by calculating the height of a water
MEDIUM/AQUIFER_AREA column sitting on top of the bottom of the
aquifer. The height of the column is the
volume of water stored divided by the water
holding capacity of the medium and the total
surface area of the aquifer.
GW_saturation_level = GW_Storage/GW_STORAGE_CAPACITY dmnl Groundwater saturation takes on values
between O and 1.
GW_STORAGE_CAPACIT | WATER_HOLDING_CAPACITY_OF_MEDIUM*(AQ mm This is the maximum volume of water the
Y= UIFER_AREA*DEPTH_OF_AQUIFER*-1) groundwater layer of the aquifer can hold. It is
the product of the volume of the aquifer and
the water holding capacity of the medium.
precipitation_available_ MAX((rain+snow_melt)*AQUIFER_AREA*Accumu | mm This is the water available for catchment
per_month = lation_TIME, 1) rainfall retention each month. This is the sum
of the rain and snow melt for the entire
aquifer area.
retention_efficiency_(al | 1/(1-RETENTION_FACTOR_al) dmnl This step converts the normalized
)'= RETENTION_FACTOR_al to its proper scale as
described by Zhang et al. (2008).
snow_melt_fraction = (ET.mean_temp-T_ALL_SNOW)/(T_ALL_RAIN- dmnl This fraction determines how much of the
T_ALL_SNOW) stored snow that melts each month as a result
of the mean monthly temperature.
soil_dryness_index = demand_limit_for_soil_storage/precipitation_av | dmnl This is an index representing the soil
ailable_per_month saturation level each month when accounting
for storage and incoming precipitation.
SOIL_STORAGE_CAPACIT | WATER_HOLDING_CAPACITY_OF_MEDIUM mm This is the maximum water storage capacity of
Y= *AQUIFER_AREA the Soil_Storage stock. It is a product of the
*DEPTH_OF_SHALLOW_SOIL_LAYER volume of the soil layer and its water holding
capacity.

The Private Water Supply module

The Private Water Supply module represents the aquifers outside the municipal water system and it is used to model the
water supply of private households not connected to the public water grid. The module is structurally very similar to the
Public Water Supply module, with the following key differences:

e  Groundwater extraction is not included in the computation of the water balance in the Private Water Supply
module. The reasons are that reliable data on groundwater extraction at the household level are not available, and
historic data on groundwater levels at the local scale is limited to a few locations. We therefore model only the
“natural”
groundwater discharge as driving processes) by calibrating the off-grid water balance model to the available
groundwater data whilst assuming extraction patterns to remain constant.

e In contrast to the public water supply system, the primary factor limiting the water supply for off-grid households

has historically been water quality, specifically chloride concentration, and not water quantity. Data shows that
there is a linear effect of groundwater level on average chloride concentration in private wells (p = 0.0035).
We use this relationship to estimate the mean groundwater chloride concentration on the island for different
groundwater levels, and we use the historic frequency of households with above recommended chloride levels in
their wells for different mean chloride concentrations to estimate the proportion of well sites with chloride
concentrations exceeding the regulatory requirements for drinking water.

groundwater dynamics for the region (that is, only including precipitation, evapotranspiration and

Key operations performed in the module:

18



1. Imports data on precipitation and evapotranspiration from the Climate module.

2. Calculates the water balance of the aquifer using a Budyko-based approach as described by Zhang et al. (2008).

3. Estimates the groundwater level in the aquifer as a function of the depth of the aquifer, the physical properties of
the medium and the volume of water stored in the groundwater stock.

4. Estimates the mean chloride concentration of in private groundwater wells across the island as a function of the
groundwater level.

5. Estimates the proportion of well sites with chloride levels exceeding the recommended limit values for drinking
water and the maximum permissible chloride level for issuing of building permits.

The following section only covers structures related to the modeling of groundwater chloride concentration as the water
balance structure of the Private Water Supply Module is largely identical to the structure already presented in the section
describing the Public Water Supply module.

Estimating mean groundwater chloride concentration

Mean chloride concentration, Cl,, is calculated as a function of the groundwater level in the region, GWLg, according to
Equation A.20

Cly = MAX(0, ¢, * GWLg + fo) Equation A.20.

where g¢ is the effect of the groundwater level on the average chloride concentration (-121 mg/l/meter, SE = 39.6, p = 0.0035)
and Bo is the intercept of the linear function (-343 mg/I, SE = 169.6, p = 0,048). The MAX command ensures that chloride
concentration does not go negative at extreme groundwater levels.

Estimating proportion of well-sites exceeding chloride limit values for drinking water and building permits

The proportion of private wells exceeding 100 mg/| Cl, P(CI>100), and 300 mg/I Cl, P(CI>300), for different values of Cl,, is
estimated by Equation A.21 and A.22, both calibrated to measurements of chloride concentration from 329 water samples
taken between 2008 and 2020.

P(Cl > 100) = €¢yq00 * Cly + Proo Equation A.21.
P(Cl > 300) = g¢300 * In(CL,) + 300 Equation A.22.

€ci00 (9.45%107-4 dmnl/mg/I, SE = 3.63*107-4, p = 0.0283) and £ci300 (0.132 dmnl, SE = 0.00332, p = 0.00328) are the effect
coefficients for the effect of Cl, on P(CI>100) and P(CI>300) respectively. Bigo (0.291 dmnl/mg/l, SE = 0.0743, p = 0.00357)
and 300 (-0.505 dmnl, SE = 0.174, p = 0.0174) are the intercept coefficients. Both proportions are bounded to values
between zero and one in the simulation.
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Graphical representation of the Private Water Supply Module
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Figure A.7. Private Water Supply Module
Complete list of equations for the Public Water Supply Module

Abbreviations

S = Stock

F = Flow

C =Constant

A = Auxiliary

D = Data input

I = Initial value

T = Graphical/Lookup Table

Table A.8. Private Water Supply module - Constants

Private Water Supply Module

Type Variable name Unit Value Description
AREA meter’2 1 This is the area unit used for modeling groundwater storage in the off-grid
aquifers.
100_mg/I_CI_THRESH dmnl/(mg/l) 0.000948 This is the effect coefficient in the linear function for calculating
OLD_COEFFICIENT proportion_of_well_sites_<100_mg/I_Cl. It governs the slope of the linear

function governing the effect of the groundwater salt concentration on the
proportion of well-sites with chloride levels above the 100 mg/liter Cl

threshold.
100_mg/|_CI_THRESH dmnl/(mg/I) 0.291 This is the intercept coefficient in the linear function for calculating
OLD_INTERCEPT proportion_of_well_sites_<100_mg/I_Cl. It determines the intercept value of
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the linear function governing the effect of groundwater salt concentration on
the proportion of well-sites with chloride levels above the 100 mg/liter Cl
threshold.

100_mg/I_SE_COEFFIC | dmnl/(mg/l) 0.000363 This is the standard error of the “100 mg/I Cl THRESHOLD COEFFICIENT”.

IENT

100_mg/I_SE_INTERCE | dmnl/(mg/l) 0.0743 This is the standard error of the “100 mg/I Cl INTERCEPT COEFFICIENT”.

PT

300_mg/I_CI_THRESH dmnl 0.132 This is the effect coefficient in the function for calculating the

OLD_COEFFICIENT proportion_of_well_sites_>300_mg/I_Cl. It governs the slope of the function
governing the effect of the groundwater salt concentration on the proportion
of well-sites with chloride levels above the 300 mg/liter Cl threshold.

300_mg/I_CI_THRESH dmnl -0.505 This is the intercept coefficient in the function for calculating

OLD_INTERCEPT proportion_of_well_sites_>300_mg/I_Cl. It determines the intercept value of
the linear function governing the effect of groundwater salt concentration on
the proportion of well-sites with chloride levels above the 300 mg/liter Cl
threshold.

300_mg/|_SE_COEFFIC | dmnl 0.0332 This is the standard error of the “300 mg/I Cl THRESHOLD COEFFICIENT”.

IENT

300_mg/I_SE_INTERCE | dmnl 0.174 This is the standard error of the “300 mg/I Cl INTERCEPT COEFFICIENT”.

PT

SOIL_WATER_ADJUST month 1 This is a time constant representing the time interval over which incoming

MENT_TIME precipitation is distributed (one month).

AREA_WIDTH meter 1 This is the cross-section area of the groundwater flow used to calculate the
groundwater baseflow by Darcy’s flow equation.

CONDUCTIVITY_OF_M | m/month 0.13 This is the hydraulic conductivity of the bedrock medium.

EDIUM Source: SGU

DEPTH_OF_AQUIFER meter -56 This is the depth of the freshwater layer of the aquifer. Estimated based on
studies by Dahlqvist et al. (2015).

DEPTH_OF_SHALLOW meter 4 This is the estimated depth of the shallow soil layer, representing the depth

_SOIL_LAYER that can be reached by plant roots (Schenk and Jackson, 2002).

ET_FACTOR_a2 dmnl 0.6 This is a model parameter representing the evapotranspiration efficiency of the
ground cover of the municipal aquifer. Based on studies by Zhang et al. (2008).
Calibrated value.

RETENTION_FACTOR_ | dmnl 0.65 This is a model parameter representing the capacity of the soil surface to retain

a2 water. Based on studies by Zhang et al. (2008). Calibrated value.

ET_TIME month 1 This is the evapotranspiration time.

GW_AT month 1 This is the time for water to flow from the soil storage layer to the
groundwater storage layer of the municipal aquifer.

INFILTRATION TIME month 1 This is the time for precipitation to infiltrate to the soil storage stock.

INIT_GW_STORAGE mm 5334 This is the volume of water stored per square meter of aquifer at the start of
the simulation (January 2000). Calibrated values.

INIT_SOIL_STORAGE mm 80 This is the volume of water stored per square meter in the soil layer at the start
of the simulation (January 2000). Calibrated values.

L meter 500 This is the distance to the sea from the wells used for calibrating the private
aquifer module and it is also the distance to the sea for many of the
households on Faré. This is used to calculate the hydraulic gradient of off-grid
aquifers, used to estimate the groundwater base flow using Darcy’s flow rate.

SALT_SE_COEFFICIENT | mg/liter/met 39.6 This is the standard error of the effect_of _GW_on_salt variable used to

er determine how groundwater salt concentration varies with groundwater levels
outside the public grid area.

SALT_SE_INTERCEPT mg/liter 169.6 This is the standard error of the salt_intercept variable used to determine how
groundwater salt concentration varies with groundwater levels outside the
public grid area.

SENS_SALT_SENSITIVI dmnl 0 This is a parameter used for sensitivity analysis of the effect of groundwater

TY levels on salt concentration. It takes values between -1.96 and +1.96 and is
multiplied with the “SALT_SE_COEFFICIENT” and the “SALT_SE_INTERCEPT” in
the equations for calculating effect_of GW_on_salt and salt_intercept. This
yields the 95 % confidence intervals groundwater salt concentration at any
given groundwater level.

SENS_SALT_EFFECT_O | dmnl 0 This is a parameter used for sensitivity analysis of the effect of groundwater

N_WELLS salt concentration on the proportion of well-sites above 100 or 300 mg/liter Cl.
It takes values between -1.96 and +1.96 and is multiplied with the standard
error of the intercept and coefficient variables in the equations for
proportion_of_well-sites_<100_mg/I_Cl and proportion_of_well-
sites_>300_mg/I_Cl. This gives the 95 % confidence intervals for the proportion
of well-sites above or below the 100 and 300 mg/liter Cl threshold values at
any given groundwater level.

SEA_LEVEL meter -9 This is the sea level in relation to the ground surface.

WATER_HOLDING_CA mm/meter’3 100 This is the water holding capacity of the limestone making up the Faré bedrock.

PACITY_OF_MEDIUM

This is in the lower range suggested by Wolff (1982), in line with previous
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studies on Fard that have concluded that the groundwater storage capacity of
the bedrock is generally low (Dahlqvist et al., 2015).

Table A.9. Private Water Supply module — Stocks and Flows

Private Water Supply Module

Type Variable name Equation Unit Description

S GW_Storage(t) = GW_Storage(t - dt) + (recharge - mm The groundwater storage stock increases by recharge and is
GW_discharge - deep_ET) * dt drained by GW_discharge and deep_ET.

F Recharge = (Soil_Storage- mm/month | Recharge is the flow of water from Soil Storage to
evapotranspiration_opportunity)/GW_AT Groundwater Storage. It is calculated as the difference

between Soil Storage and the evapotranspiration opportunity
any given month.

F GW_discharge = base_flow*"mm/meter”3" mm/month | GW_discharge is equal to the baseflow.

F deep_ET = MIN(GW_Storage, mm/month | deep_ET represents evapotranspiration reaching deeper than
ET_potential*effect_of_GW_level_on_de the upper soil layer and is primarily caused by trees and
ep_ET)/ET_TIME plants with deep root systems. It is calculated as the

minimum of the available GW_storage and the ET_potential
multiplied by the effect of GW level on deep ET. This
structure makes sure that evapotranspiration stops if the
groundwater level falls beyond the reach of the plant root
system.

S Soil_Storage(t) = Soil_Storage(t - dt) + (infiltration + mm Soil Storage is a stock that increases by infiltration and
deep_ET - recharge - ET) * dt capillary rise caused by deep ET, and is drained by ET.

F infiltration = catchment_rainfall_retention/INFILTRATI mm/month | Precipitation retained by the soil surface infiltrates to the soil
ON_TIME layer.

F ET= MIN(ET_potential, mm/month | Evapotranspiration is the minimum of the ET_potential and
Soil_Moisture_Storage)/ET_TIME the available water in the Soil_Moisture_Storage stock.

Table A.10. Private Water Supply module — auxiliary calculations
Type Variable name Equation Unit Description

A available_storage_capac | MAX(0, SOIL_STORAGE_CAPACITY - mm Available storage capacity represents the difference between
ity = Soil_Storage) the current amount of water stored in the soil and the

maximum amount of water the soil can hold when saturated.

A base_flow = CONDUCTIVITY_OF_MEDIUM*GW_A*delt | meter*3/m | Base flow represents the continuous flow of grounwater
a_h onths towards the ocean. We assume this can be approximated

using Darcy’s flow equation (Hillel, 2004). Thus, the base flow
is a function of the height of the groundwater column, the
hydraulic gradient (delta_h) and the hydraulic
CONDUCTIVITY_OF_THE MEDIUM.

A catchment_rainfall_rete precipitation_available_per_month*effect | mm Catchment rainfall retention is the precipitation withheld by
ntion = _of_dryness_index_on_catchment_rainfal the soil surface. It is influenced by the dryness index of the

|_retention soil. When the soil is dry retention is higher and vice versa
(Zhang et al., 2008).

A DEEP_GW_HEAD = DEPTH_OF_AQUIFER+ meter This is the depth to the saturated groundwater zone.
GW_Storage/WATER_HOLDING_CAPACIT
Y_OF_MEDIUM/AREA

A delta_h = (GW_HEAD-SEA_LEVEL)/L dmnl This is the hydraulic gradient between the groundwater head

and sea level.

A demand_limit_for_soil_s | available_storage_capacity+ETO_volume_ | mm The theoretical maximum amount of rain that can be retained
torage = per_month by the soil each month. This is the sum of the available

storage capacity and the potential evapotranspiration (Zhang
et al., 2008).

A demand/supply_index_f | ETO_volume_per_month/Soil_Storage dmnl This index represents the relationship between the water

or_ET= demand from potential evapotranspiration and the
supply/availability of water in the soil layer. It is used to
calculate the evapotranspiration potential (Zhangetal.,
2008).

A demand/supply_index_f | (ETO_volume_per_month+SOIL_STORAGE | dmnl This index represents the relationship between the demand
or_evapotranspiration_o | _CAPACITY)/Soil_Storage side for water in the aquifer system (the sum of potential
pportunity = evapotranspiration and the maximum soil storage capacity)

and the supply side (the amount of water already stored in
the soil). The index is used to calculate the
evapotranspiration_opportunity (Zhang et al., 2008).

A effect_of_demand/suppl | 1+"demand/supply_index_for_ET" - dmnl This is a non-linear function for calculating the proportion of

y_index_on_ET =

(1+"demand/supply_index_for_ET"*evap

water stored in the soil that is partitioned to
evapotranspiration each month. If the demand/supply index
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otranspiration_efficiency_factor)*(1/evap
otranspiration_efficiency_factor)

is large, more water is allocated to evapotranspiration and
vice versa (Zhang et al., 2008).

effect_of_dryness_index | 1+soil_dryness_index- dmnl This is a non-linear function for partitioning incoming

_on_catchment_rainfall (1+soil_dryness_index*"retention_efficien precipitation between catchment rainfall retention and

_retention[GW_1] = cy_(al)")(1/"retention_efficiency_(al)") runoff. Rainfall retention increases with soil dryness (Zhang et
al., 2008).

effect_of_GW_on_salt= | -121+ mg/liter/m This is the effect coefficient governing the how much a

SALT_SE_COEFFICIENT*SALT_SENSITIVITY | eter change in groundwater level impacts the average salt

_SPECS concentration in wells on the island. The estimate of the
coefficient is -121, the SALT_SE_COEFFICIENT is the standard
error of the coefficient, and the SALT_SENSITIVITY_SPECS is a
parameter for adjusting the effect coefficient between -198
and -43 (+/- two sigmas).

effect_of_water_availabi | 1+demand/supply_index_for_evapotrans dmnl This is a non-linear function for calculating the proportion of

lity_index_on_evapotra piration_opportunity- water stored in the soil that is withheld in the soil layer (that

nspiration_opportunity (1+demand/supply_index_for_evapotrans is, it remains available for evapotranspiration) and what

= piration_opportunity”®evapotranspiration proportion that forms groundwater recharge (Zhang et al.,

_efficiency_factor)*(1/evapotranspiration 2008).
_efficiency_factor)

ET_potential = Soil_Storage*effect_of_demand/supply_i mm This is the proportion of water stored in the soil layer that is

ndex_on_ET partitioned to evapotranspiration each month.

ETO_volume_per_month | Evapotranspiration.ET*AREA mm This is the potential evapotranspiration per square meter

= each month.

evapotranspiration_effic | 1/(1-ET_FACTOR_a2) dmnl This step converts the normalized ET_FACTOR_a2 to its

iency_factor = proper scale as described by Zhang et al. (2008).

evapotranspiration_opp MAX(0, mm evapotranspiration_opportunity is the proportion of water

ortunity = Soil_Moisture_Storage*effect_of_water_ stored in the soil that is withheld in the soil layer (that is, it is
availability_index_on_evapotranspiration unavailable for recharge) each month.
_opportunity)

GW_A= (GW_HEAD-SEA_LEVEL)*AREA_WIDTH meter’2 This is the cross-sectional area (A) of the Darcy’s flow
equation (Hillel, 2004) used to estimate the base_flow per
square meter.

GW_HEAD = DEEP_GW_HEAD+ meter The groundwater head/level (meters sub surface) is modeled

Soil_Storage/WATER_HOLDING_CAPACITY by calculating the height of a water column sitting on top of
_OF_MEDIUM/AREA) the bottom of the aquifer. The height of the column is the
volume of water stored divided by the water holding capacity
of the medium and the total surface area of the aquifer.
precipitation_available_ | MAX((rain+snow_melt)*AQUIFER_AREA* mm This is the water available for catchment rainfall retention
per_month = Accumulation_TIME, 1) each month. This is the sum of the rain and snow melt for the
entire aquifer area.

proportion_of_well_site MAX(0, dmnl This is the proportion of well-sites on Far6 that have a

5_<100_mg/I_CI" = 1- chloride level within the regulatory limit of 100 mg/liter Cl. It

(salt_concentration*(100_mg/I_CI_THRES is calculated as a linear function of the average

HOLD_COEFFICIENT + salt_concentration on the island. The model is based water

100_mg/|_SE_COEFFICIENT*SENS_SALT_E samples from Far6 taken between 2012 and 2020.

FFECT_ON_WELLS) +

(100_mg/|_CI_THRESHOLD_INTERCEPT y = 1-(ax + b)

+

100_mg/|_SE_INTERCEPT*SENS_SALT_EFF Where y is the proportion of wells above 100 mg/I Cl, a is the

ECT_ON_WELLS ))) Cl_threshold_coefficient, x is the salt_concentration and b is
the 100_mg/I_CI_threshold_intercept.
The SE_Coefficient variables and the
SENS_SALT_EFFECT_ON_WELLS variable are used for
sensitivity analysis to explore how results react to alternative
assumptions regarding the intercept and coefficient variables
in the linear model.

retention_efficiency_(al | 1/(1-RETENTION_FACTOR_al) dmnl This step converts the normalized RETENTION_FACTOR_a1l to

)= its proper scale as described by Zhang et al. (2008).

salt_concentration = MAX(0.001, mg/| This is the average salt concentration of well-sites on Faro.

GW_HEAD*effect_of_GW_on_salt +
salt_intercept)

The salt concentration is modelled as a linear function of the
groundwater level:

y=ax+b

Where y is the salt_concentration, a is the
effect_of_GW_on_salt and b is the salt_intercept.
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salt_intercept = -343 + mg/| This is the intercept coefficient of the salt_concentration

salt_sd_intercept*SALT_SENSITIVITY_SPE function.

cS The range of the salt_intercept is:

Min: -674 Max: -11 Estimate: -343.

The intercept value can be varied y adjusting the
SALT_SENSITIVITY_SPECS parameter.

soil_dryness_index = demand_limit_for_soil_storage/precipitat | dmnl This is an index representing the soil saturation level each
ion_available_per_month/SOIL_WATER_A month when accounting for storage and incoming
DJUSTMENT_TIME precipitation.

SOIL_STORAGE_CAPACIT | WATER_HOLDING_CAPACITY_OF_MEDIU mm This is the maximum water storage capacity of the

Y = M *AREA Soil_Storage stock. It is a product of the volume of the soil
*DEPTH_OF_SHALLOW_SOIL_LAYER layer and its water holding capacity.

The Household Water Use module

The Household Water Use module consists of two subsectors: Housing and Water Demand. The former simulates the growth
of the private housing sector on the island, driven by an expected future demand for new houses, the construction rate of
new houses, and the sensitivity of housing demand and supply to housing prices.

In the Water Demand subsector, the total water demand for households with both private water and public water are
calculated based on the average water use per capita in Sweden, the number of residents per household, the number of
houses in use at any given time, the effect of temperature on water consumption, and a water use index that represents the
effect of household affluence on water consumption.

Key operations performed in the Housing sector of the Household Water Use module:

1. Imports an estimate of historic and future housing demand based on historic data on summer house prices and
summer houses sold on Gotland between 2000 and 2020 (SCB). The trend in demand growth seen in 2000 to
2020 is extrapolated to the period 2020 to 2050.

2. Estimates the number of potential buyers based on the historic housing demand, house construction rates and
the house price index.

3. Calculates the house construction rate as a function of the number of potential buyers, house construction
capacity, and the proportion of well sites with chloride levels exceeding the regulatory limits for building permits
(P(CI>100) from the Private Water Supply module).

4, Estimates the housing price index based on the sensitivity of house prices to the ratio between housing demand
and supply.

5. Calculates the number of houses with private water and public water and estimates the number of these houses
that are in use any given time based on the month of the year.

Key operations performed in the Water Demand sector of the Household Water Use module:

1. Calculates average water use per household for houses with private and public water. The calculation is based on
the number of people per household, a baseline level of water use per capita, and the effect of temperature and
the water use index.

2. Calculates the water use index as a function of household affluence, normalized to year 2000.

3. Summarizes the total household water use on the public grid and outside the public grid.

Housing dynamics

Houses on the island are categorized into two groups, |, houses with private water, Hy(t), and houses connected to the public
grid, Hm(t). Both are represented as stock variables that increase by new constructions, Cy(t) and Cm(t), and decrease by
demolitions, Dp(t) and Dm(t). In the base run settings, demolitions are compensated for by new constructions, assuming that
the existing housing stock is continuously maintained. Any net addition of new houses is assumed to enter the Hy(t) stock as
there are strict restrictions on new connections to the public grid. The general formula for the two house stocks are

H;(t) = H;(t — dt) + (C; — D))dt Equation A.23
Di(t) = Hy(t) *vp Equation A.24
Ci(t) = D;(®) + Si(t) Equation A.25
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where yp is a demolition fraction representing the fraction of the existing housing stock that is demolished each month, and
Si(t) is the number of finished new houses sold per month of category i.

The rate of Si(t) is driven by a feedback loop with three stocks: potential buyers of new houses, B(t), houses under
construction, H’(t), and house price index, ix(t). The feedback loop drives new house constructions according to Equations
A.26 - A.37.

House construction rate

H'(t) = H'(t — dt) + (Hg — S)dt Equation A.26
Si(t) = H;—(;) Equation A.27
Hgt(8) = Hgt(t) * eyse(t) = MIN[B(t), Hg (£)] * [1 — P(CL > 100)] Equation A.28
Hg(t) = y2 * ig()*ns Equation A.29

Hst(t) is the number of new house construction projects started per month. Tc is the construction delay, representing the time
it takes to build a new house, eus is the effect of the groundwater salt concentration on construction starts (with chloride
levels above 100 mg/I building permits are not issued), H«(t) represents construction capacity per month given the size of
the construction industry on the island, Co is the base construction capacity in year 2000, and ns is the price elasticity of
housing supply (assuming that higher house prices tend to increase supply by making house construction more profitable).

Potential buyers
B(t) = B(t — dt) + (B, — B; — B))dt Equation A.30
By(t) = 6ya * & Equation A.31
& =iy () g Equation A.32
By(t) = MIN[hy(t), B(D)]/74 Equation A.33
Bi(t) = B(t)/73 Equation A.34

Ba(t), Bs(t), and By(t) are the flows regulating the number of potential buyers, B(t), and represent new potential buyers added
per month, the buyer’s satisfaction rate per month and buyers leaving because they find a house somewhere else. Ba(t) is the
product of 6xg, which is a time dependent function representing the historic and projected housing demand, and €, which is
the effect of house prices on demand. ¢ is calculated from the housing price index and the price elasticity of demand for
houses, nq. Bs(t) is calculated as the minimum of Hs(t) and B(t), divided by t4 which is a delay time constant. Lastly, Bi(t) is
calculated as B(t) divided by ty which is the average waiting time a potential buyer is willing to wait for a house on Faré. We
assume that potential buyers will lose patients or find a house somewhere else after an average waiting time of 12 months.

Housing price index

The house price index is calculated by Equation A.35 and it is a measure of the relative house prices at any time t compared
to the house prices in January 2000, adjusted for inflation by accounting for changes in consumer prices, CPI. The index is
adjusted by the flow Aiu(t) according to Equation A.36 where iy" (t) is an indicated housing price index and Ty is the
adjustment delay time for ix(t) to adjust to the indicated price level. The indicated price level is calculated by equation A.37
as a function of the ratio between housing demand and supply, ry, and the price sensitivity to this ratio, nm.

iy (t—dt)+Aig*dt

iy(t) = ol Equation A.35

Aiy(t) = '”(t)r;l"(t) Equation A.36
iH

i (t) =1y Equation A.37

Household water demand

Water demand per household
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Average water demand per month is calculated on household level for both Hy(t) and Hr(t). Both categories consist of full-
time and part-time households. The household water use for the types of is calculated according to Equation A.38.

0ij(8) = qu * Tij * €7, * lg Equation A.38

0jj is the water demand per month for household category i (houses with private water or public water) and utilization type j
(full-time or part-time), qu is average water use per capita and month in Sweden, rjj is the average number of residents per

household of category i and type j, is the effect of temperature on water use as calculated by Equation A.3, and ig is

ETumax
the water use index reflecting the positive correlation between affluence and water consumption (Héglund, 1999).

The water use index, ig, increases with household affluence. Due to lack of data on true household finances we approximate
affluence by iy (t). As iy (t) increases, ig increases with a 12-month smoothed time delay. The delay represents the estimated
time it takes to close the gap between the actual water use index and the new indicated water use index ig(t) after a change
in affluence. This can be interpreted as the time for consumers to adjust their behaviors to their new level of affluence. The
magnitude of change in the water use index for a given change in affluence is calculated according to Equation A.40 where
iy (t = 0) is the housing price index in year 2000, 1;4 is the affluence elasticity of water use and taje is the adjustment time
of the water use index.

ig(t) = ig(t — 1) * Aig * dt Equation A.39

iy TIiH_,
Rig(t) = 5010 _ (Gtey) - @

Taio Taio

Equation A.40

Total water use in the household sector

The total monthly water use by households on the public grid and households with private wells is the product of the number
of houses in use and their average monthly water use (Equation A.41).

Qi(0) = X[Hyj () * 6y % 0:;(0)] Equation A.41

In Equation A.41, Q;(t) is the total water use of household category i (households with private water, p, or public water, m),
6,4”. is a time-dependent function representing the fraction of houses of category i and type j (full-time or part-time houses)

that are in use any given month of the year, and 6;; (t) is the average water demand per household in category i and type j
from Equation A.38.

Graphical representation of the Household Water Use Module
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Complete list of equations for the Household Water Use Module

Abbreviations

S = Stock

F = Flow

C = Constant

A = Auxiliary

D = Data input

I = Initial value

T = Graphical/Lookup Table

Table A.11. Household Water Use module - Constants

hold Water Use Module — Housi

L 5

Type Variable name Unit Value Description

C SENS._PRICE_ELASTICITY_OF_D | dmnl -0.5 This is a parameter for sensitivity analysis. Sets future price elasticity of housing
EMAND demand.

C BASE_LEVEL_CONSTRUCTION_ houses/month 3 This is the maximum number of new houses that can be built per month at the
CAPACITY start of the simulation. Based on historic building permits issued on Far6 in the

early 2000s.
C BUYER_PATIENCE month 12 This is the average time a potential house buyer will wait for a house on Far6
before leaving the Potential Buyers stock to find a house elsewhere.

C CONSTRUCTION_TIME month 12 This is the average time to build a house.

C SALES_TIME month 1 This is the time it takes to sell a newly constructed house.

C DEMAND_ADJUSTMENT_TIME month 1

C DEMOLITION_FRACTION dmnl/month 1/100 This is the fraction of existing houses taken down each month.

C FRACTION_PERMANENT_HOUS | dmnl 0.4 This is the fraction of year round houses on Faro.
ES

C HOUSES_PER_BUYER houses/househ 1 This is the number of houses owned per household.

olds

| INIT_HOUSE_UNDER_CONSTR houses 40 This is the number of houses under construction at the start of the simulation
UCTION (January 2000).

| INIT_OFF_GRID_PART- houses 300 This is the number of off-grid part-time houses at the start of the simulation
TIME_HOUSES (January 2000).
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| INIT_OFF_GRID_PERMANENT_ houses 300 This is the number of off-grid permanent houses at the start of the simulation
HOUSES (January 2000).
| INIT_ON_GRID_PART- houses 43 This is the number of on-grid part-time houses at the start of the simulation
TIME_HOUSES (January 2000). In 2014 there were 74 on grid part-time houses (Sj6strand et
al., 2014) and between 2000 and 2014 the part-time house stock on Faro
increased by about 72 %. We assume the on-grid part time house stock follows
the same trend as the total part time house stock, giving an initial on-grid part
time house stock of 43 houses in 2000.
| INIT_ON_GRID_PERMANENT_ houses 6 This is the number of permanent houses on the public grid in January 2000
HOUSES (Sjostrand et al., 2014). Assumed to be constant between 2000 and 2019
| INIT_POTENTIAL_BUYERS households 3.35 This is the number of potential buyers at the start of the simulation (January
2000). Calibrated value.
| INIT Price_Index = dmnl 1 This is the house Price_Index at the start of the simulation (January 2000).

INITIAL_DEMAND

Household/mon | 4

This is the quantity demand for houses on Far6 at the start of the simulation

th (January 2000). Calibrated value.
C PRICE_ADJUSTMENT_DELAY month 36 House prices do not change instantaneously. This value determines how
quickly price can change.
C PRICE_ELASTICITY_OF_DEMAN | dmnl -0.5 This is the sensitivity of housing demand to changes in house prices. Estimate
D= based on studies by Englund (2011). Range: -0.25 to -0.75.
C PRICE_ELASTICITY_OF_SUPPLY dmnl 0.1 (International Monetary Fund. European Dept., 2015). Range: 0 to 0.5
C SENS_DEMAND:SUPPLY_EFFEC | dmnl 1 This is a parameter for analyzing the sensitivity of simulation results to the
T_ON_PRICE effect of the housing demand:supply ratio on house prices.
C SENS_FUTURE_DEMAND dmnl 1 This is a parameter for analyzing the sensitivity of simulation results to the
effect of assumptions about future housing demand.
C SENS_PRICE_ELASTICITY_OF_S dmnl 0.1 This is a parameter for analyzing the sensitivity of simulation results to
UPPLY assumptions about housing price elasticity of supply.
C DEMAND_TIME month 1 This is the time unit of quantity demand.
C AFFLUENCE_ELASTICITY_OF_W | dmnl 0.1 This is the sensitivity of household water use to change in household affluence.
ATER_USE = Range: 0.07 - 0.13 (Hoglund, 1999)
C AVG_RESIDENTS_PER_PART- People/house 6 This is the average number residents per part-time household when these are
TIME_HOUSEHOLD = 6 in use. According to Region Gotland and SCB (2017) the average number is 6
UNITS: people per household with a variation from 3 to 9 people.
C AVG_RESIDENTS_PER_PERMA People/house 1.83 This is the average number of people per permanent household on Faro. Based
NENT_HOUSEHOLD on data from Brunner et al. (2014).
| INIT Water_Use_Index dmnl 1 This is an index representing the relative water use intensity of households
compared to year 2000.
C PRICE_ELASTICITY_OF_HOUSE dmnl -0.43 The short-term price elasticity of water demand in is set to -0.43 (Arnaud,
HOLD_WATER_DEMAND = 2015).
H hold Water Use Module — Water Demand
C SENS_AFFLUENCE_ELASTICITY_ | dmnl 0.1 This is a parameter used for assessing the sensitivity of simulation results to
OF_WATER_USE assumptions about how household affluence influence household water use in
the future.
C SENS_PRICE_ELASTICITY_OF_ dmnl -0.43 This is a parameter used for assessing the sensitivity of simulation results to
WATER_DEMAND assumptions about how water price influence household water use in the
future.
C WATER_USE_ADJ_TIME month 12 This is the assumed time it takes for household water use to adjust to changes
in water price and household affluence.
Table A.12. Household Water Use module — Stocks and Flows
Household Water Use Module - Housing
Type Variable name Equation Units Description
S Houses_under_Construction(t) = Houses_under_Construction(t - dt) + houses This is the number of houses under construction
(construction_starts - house_sales) * dt on Fard. It increases by construction_starts and
decreases by house_salses (assuming all produced
houses are sold).
F construction_starts = potential_starts*salt_effect_on_constructio | houses/ The number of new house projects is equal to the
n_starts month number of potential_starts multiplied by the
salt_effect_on_construction_starts. For our
analysis we make the simplifying assumption that
water quality is the only limiting factor to housing
development on Faré.
F house_sales = Houses_under_Construction/CONSTRUCTIO | houses/ We assume all houses take the same time to build
N_TIME month and thus house_sales each month is a fraction of
the Houses_under_Construction.
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Houses_with_Private_Water(t) = Houses_with_Private_Water(t - dt) + houses This stock represents the total number of houses
(off_grid_construction - on Fard with private wells. It increases by
new_grid_connections - demolition_rate_2) off_grid_constructions and declines by either
*dt houses with private wells being connected to the

public grid (=new_grid_connections) or by
demolition_rate_2, which represents the aging
and demolition of the house stock.
off_grid_construction = IF houses/ off_grid_construction is equal to the
POLICY_SWITCH_Expansion_of_Public_grid month demolition_rate_2 (in our base case we assume
=1 continuous maintenance of the houses on Far6 so
THEN O no houses are demolished due to aging) plus
ELSE demolition_rate_2+house_sales house_sales.
If the POLICY_SWITCH in the equation is set to 1
we simulate a scenario where new constructions
only occur in areas with public water supply.
new_grid_connections = IF houses/ In the base case scenario the POLICY SWITH in the
POLICY_SWITCH_Expansion_of_Public_grid month equation is set to 0 so no new connections to the
=1 public grid occurs. If the POLICY SWITCH is set to 1
THEN then an expansion of the public grid can be
Houses_with_Private_Water/DELAY_TIME simulated by allowing houses to flow from
ELSE O Houses_with_Private_Water to
Houses_with_Public_Water at a chosen rate.
demolition_rate_2 = Houses_with_Private_Water*DEMOLITION_ | houses/ Houses_with_Private_Water degrades and are
FRACTION month demolished at a set fractional rate.

Houses_with_Public_water(t) = Houses_with_Public_water(t - dt) + houses This is the stock of houses connected to the
(on_grid_construction + municipal grid. It increases by new constructions
new_grid_connections - demolition_rate_1) and new connections from the
*dt Houses_with_Private_Water stock. It declines by

demolitions.

on_grid_construction = IF houses/ on_grid_constructions is the addition of houses to
POLICY_SWITCH_Expansion_of_Public_grid month the Houses_with_Public_Water stock by
=1 construction.

THEN demolition_rate_1+house_sales If the POLICY_SWITCH is set to 1 then this means
ELSE demolition_rate_1 new houses are allowed to be built on the public
grid and the flow will equal demolition_rate_1
(replacing old houses) and new house_sales. If the
switch is set to 0 no new houses are added, only
the degraded ones are replaced.
demolition_rate_1 = Houses_with_Public_water*DEMOLITION_F | houses/ Houses_with_Public_Water degrades and are
RACTION month demolished at a set fractional rate.

Potential_Buyers(t) = Potential_Buyers(t - dt) + (buyers_added - househol | Potential_Buyers represent households looking for
buyer_satisfaction_rate - buyers_leaving) * ds a house or summerhouse on Faro. The stock
dt increases by the flow buyers_added, representing

new households becoming interested in buying a
house on Faré. It decreases by buyers either
finding and buying a house
(=buyers_satisfaction_rate) or leaving because
they find a house somewhere else
(=buyers_leaving).

buyers_added = IF TIME > 252 househol | The number of buyers_added each month is a
THEN ds/mont product of the INITIAL_DEMAND, the
INITIAL_DEMAND*demand_multiplier*effec | h demand_multiplier and the
t_of_price_on_demand_growth effect_of_price_on_demand_growth. This allows
*SENS_FUTURE_DEMAND the demand for housing to adjust to changes in
ELSE house prices.
INITIAL_DEMAND*demand_multiplier*effec Between January 2000 and December 2019 the
t_of_price_on_demand_growth demand_multiplier is estimated from historic data

on building permits applications and the genera
trend in building permit applications is
extrapolated into the future to estimate future
demand. The SENS_FUTURE_DEMAND parameter
is used to test the sensitivity of simulation results
to changes in our assumptions about future
demand.

buyer_satisfaction_rate = MIN(house_sales/HOUSES_PER_BUYER,Pote | househol | Ponetial_Buyers leave the stock at the same rate
ntial_Buyers/DEMAND_ADJUSTMENT_TIME | ds/mont as new houses are constructed.

) h
buyers_leaving = Potential_Buyers/BUYER_PATIENCE househol | We assume potential house buyers will leave the
ds/mont system after a set waiting time because they find a
h house somewhere else than on Faro.
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S Price_Index(t) = Price_Index(t - dt) + (A_price) * dt dmnl The Price_Index represents the relative house
price on Far6 normalized to year 2000.
F A_price = (indicated_price- dmnl/mo | The Price_Index adjusts to indicated_price with a
Price_Index)/PRICE_ADJUSTMENT_DELAY nths set time delay.
H; hold Water Use Module — Water Demand
S Water_Use_Index(t) = Water_Use_Index(t - dt) + dmnl This is an index representing the relative water use
(A_water_use_index) * dt intensity of households compared to year 2000.
The index is influenced by consumer water price
and the affluence level of the households. Higher
prices tend to reduce water use and higher
affluence tend to increase water use (Hoglund,
1999).
F A_water_use_index = (indicated_water_use_index- dmnl/mo | The change in Water_Use_Index is modelled by a
Water_Use_Index)/WATER_USE_ADJ_TIME nth gap closing function where the gap between
indicated_water_use_index and the
Water_Use_Index is closed over a set adjustment
time.
Table A.13. Household Water Use module — Auxiliary Calculations
Household Water D d Module - H g
Type Variable name Equation Unit Description
A construction_capacity = BASE_LEVEL_CONSTRUCTION_CAPACITY*(real_price house/m | This is the building capacity of the housing sector
_index/INIT(real_price_index))* onth on the island. It adjusts to price changes. If prices
PRICE_ELASTICITY_OF_SUPPLY go up it becomes more attractive for construction
companies to build more so construction capacity
goes up.
A demand_supply_ratio = quantity_demand/house_sales dmnl This is the ratio of quantity demand and quantity
supply on the housing market.
A effect_of_price_on_dem | (real_price_index/INIT(real_price_index))*PRICE_ELA | dmnl Demand for housing responds to changes in house
and_growth = STICITY_OF_DEMAND prices according to a set price elasticity of
demand.
A houses_in_use[Permane | Houses_with_Public_water*FRACTION_PERMANENT | houses The number of permanent on-grid houses in use.
nt, Ongrid] = _HOUSES
A houses_in_use[Permane | Houses_with_Private_Water*FRACTION_PERMANEN | houses The number of permanent off-grid houses in use.
nt, Offgrid] = T_HOUSES
A houses_in_use[Parttime, | Houses_with_Public_water*(1- houses The number of part-time on-grid houses in use.
Ongrid] = FRACTION_PERMANENT_HOUSES)*summer_house_
season
A houses_in_use[Parttime, | Houses_with_Private_Water*(1- houses The number of part-time off-grid houses in use.
Offgrid] = FRACTION_PERMANENT_HOUSES)*summer_house_
season
A indicated_price = 1*(demand_supply_ratioASENSITIVITY_OF_PRICE_TO | dmnl This is the equilibrium price as set by the demand-
_DEMAND_SUPPLY_RATIO) supply ratio_ratio. The actual price will reach this
value after a delay specified by the
price_change_delay.
A INIT_off_grid_houses = INIT_OFF_GRID_PERMANENT_HOUSES+INIT_OFF_G houses This is the total number of off-grid houses in 2000.
RID_PART-TIME_HOUSES
A INIT_on_grid_houses = INIT_ON_GRID_PART-TIME_HOUSES + houses This is the total number of on-grid houses in 2000.
INIT_ON_GRID_PERMANENT_HOUSES
A potential_starts = MIN(quantity_demand/START_TIME, houses/ The number of new house construction projects
construction_capacity) month possible each month if water quality limitations
are not accounted for.
A quantity_demand = Potential_Buyers*HOUSES_PER_BUYER houses The quantity demand for houses.
A real_price_index = Price_Index/CPI dmnl The house price index normalized to prices in year
2000.
A salt_effect_on_construc IF TIME < 84 dmnl Before time 84 (2008) groundwater chloride levels
tion_starts = THEN 1 did not influence building permits. After time 84 a
ELSE SMTHN(Off- building permits are not issued for housing

grid_GW.proportion_of_well_sites_<100_mg/I_Cl,
12, 1)/ INIT(SMTHN(Off-
grid_GW.proportion_of_well_sites_<100_mg/I_Cl,
12,1))

projects where the groundwater chloride
concentration exceeds 100 mg/I Cl. However, the
water sample can be taken any time from May to
October so we use the smoothed yearly salt
concentration to capture that potential house
builders can take multiple water samples across
the year and use the “best” one when they are
applying for a building permit.
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On the aggregate level, we assume that the
construction starts will correlate negatively with
the number of well-sites exceeding the 100 mg/I Cl
threshold and that the effect of salt levels on
construction starts is normalized to the average
salt concentration in year 2000.
Household Water Demand Module — Water Demand
household_water_use_( .WATER_USE_PER_CAPITA* meter?3/ | The average water use per part-time household.
part-time) = Clim.effect_of_TMAX_on_PC_water_use* month/h Influenced by temperature, the water use index
Water_Use_Index* "AVG_RESIDENTS_PER_PART- ouses and the number of residents per household.
TIME_HOUSEHOLD"
household_water_use_( .WATER_USE_PER_CAPITA* meter?3/ | The average water use per permanent household.
permanent) = Clim.effect_of_TMAX_on_PC_water_use* month/h Influenced by temperature, the water use index
Water_Use_Index* ouses and the number of residents per household.
AVG_RESIDENTS_PER_PERMANENT_HOUSEHOLD
indicated_water_use_in (Housing.real_price_index/INIT(Housing.real_price_i dmnl This is the indicated water use index when house
dex = ndex))*AFFLUENCE_ELASTICITY_OF_WATER_USE prices change. The actual water use index will
reach the indicated water use index after a time
delay.
off- Housing.houses_in_use[Permanent,Offgrid]*househ meter?3/ | The total water use of all off-grid permanent
grid_household_water_ old_water_use_(permanent) month households on the island.
use"[Permanent] =
off- Housing.houses_in_use[Parttime,Offgrid]*household | meter?3/ | The total water use of all off-grid part-time
grid_household_water_ _water_use_(part-time) month households on the island.
use [Parttime] =
on_grid_water_demand[ | Housing.houses_in_use[Permanent,Ongrid]*on- meter?3/ | The total water use of all on-grid permanent
Permanent] = grid_household_water_use[Permanent] month households on the island.
on_grid_water_demand[ | Housing.houses_in_use[Parttime,Ongrid]*on- meter?3/ | The total water use of all on-grid part-time
Parttime] = grid_household_water_use[Parttime] month households on the island.
on- household_water_use_(permanent)* meter?3/ | The average water use of on-grid permanent
grid_household_water_ SMTH1((Water_lmports.consumer_water_price/INIT | month/h households.
use[Permanent] = (Water_Imports.consumer_water_price))*PRICE_ELA | ouse
STICITY_OF_HOUSEHOLD_WATER_DEMAND, 12)
on- household_water_use_(part-time)* meter?3/ | The average water use of on-grid part-time
grid_household_water_ SMTH1((Water_lmports.consumer_water_price/INIT | month/h households.
use[Parttime] = (Water_Imports.consumer_water_price))*PRICE_ELA | ouse
STICITY_OF_HOUSEHOLD_WATER_DEMAND, 12)

The Tourist Water Use module

Water use in the tourist sector is modeled based on the number of tourists at the island any given month and the average
water use per guest night. Growth in the tourist sector is driven by investments in new bed capacity by the hotel companies
on the island. Investment decisions are made based on historic capacity utilization and water availability. If water availability
on the public grid is high more facilities will be connected to the grid, but if water availability on the grid is low the increase
in bed capacity will depend on the chloride concentration of the groundwater. If chloride concentrations are high, fewer
building permits will be issued and fewer new tourist facilities will be built. The number of tourists any given month, and the
fractions of facilities connected to the public water grid governs the public water use of the sector.

Key operations performed in the module:

e Modeling the growth in bed capacity using a three-stock ageing chain of installed beds, beds on order and beds
planned. Beds can be added to the plan every three years and then flow through the chain in batches
representing yearly investments in new capacity.

e Modeling the decision rules for adding new beds to the plan based on historic capacity utilization and water
availability.

e Modeling decision rules for yearly investments that move beds from the stock of beds planned to beds ordered
and later beds installed, and for selecting the water source the new beds will rely on.

e Calculating the number of tourists on the island as a function of the bed capacity installed, the duration of the
tourist season and the destination attractiveness of the island.

e  Estimating the number of day-trip visitors on the island.

e  Calculating the total public water use by the tourist sector as the sum of the water use by tourists on the public
grid and day-trip visitor water use.

Bed capacity dynamics
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BP(t), BO(t) and BI(t) represent the stocks beds planned, beds on order and installed beds. They are connected by the flows
TBp(t), TBo(t) and TBj(t), representing the processes of adding new tourist beds to the plan, ordering new tourist beds, and
installing new tourist beds (Equation A.42 — A.44).

BP(t) = BP(t — dt) + (TB, — TB,)dt Equation A.42.
BO(t) = BO(t — dt) + (TB, — TB;)dt Equation A.43.
BI(t) = BI(t —dt) + TB; x dt Equation A.44.

TBy(t) is calculated from Equation A.45, where Blgp(t) is the difference between the desired number of beds installed, BI*(t),
and the total number of beds already in the ageing chain (Equation A.46). This gap is closed by a pulse function where, at a
time interval of tp;, the gap is multiplied by &g, if €8, > 0, or multiplied by (1-P(CI>100)) if egp = 0. €gpis @ nonlinear function
that can take on values between zero and one, and it represents the effect water scarcity has on the willingness of the
municipality to grant building permits for new tourist facilities. When water scarcity is severe egp will limit the number of
new beds added to the plan and force the tourist sector to drill private wells instead. At this point, the limiting factor to
expansion is the chloride concentration of the groundwater, which is captured by multiplying Blgap(t) by the proportion of
well sites that have chloride concentrations within the regulatory limits for building permits, (1-P(CI>100)).

PULSE (Bl 44, (t) * 5, (1), T , €gp(t) >0

TB,(t) = (Blgap sy (0).T1) Bp Equation A.45.
PULSE[Blyqap(t) * (1 — P(CL > 100)),75] , €gp(t) =0

Blyap(t) = BI'(t) — (BP(t) + BO(¢) + BI(t)) Equation A.46.

BI*(t) is determined by the level of capacity utilization, U(t), the tourist sector has experienced in the past seasons. U(t) is
calculated as the number of tourists, T(t), divided by BI(t) (Equation A.47).

The number of tourists any given month is calculated by Equation A.48, where the net increase of tourists each month,
AT(t), is a goal-gap function that works to close the gap between T(t) and the target number of tourists, T*(t), over a set
adjustment time, tr.. T*(t) is the product of the installed bed capacity and the time-dependent function 8season Which takes
on values between zero and one depending on the month of the year (Equation A.49).

U(t) =T(t)/B(t) Equation A.47.

T(t) =T(t—dt) + AT = dt Equation A.48.

AT(t) = TOT'© _ TO=BIO Ssenn) Equation A.49,
TTa TTa

U, is a fractional value representing the capacity utilization level required for the tourist sector to make investments in
additional capacity. If U(t), exceeds U, the sector will update BI*(t) by increasing it by ypeds bed units. The speed of the
update is determined by the perception delay tg .

BI*(t) = SMTHN((BI(t) + Vbeas) * U, Tpr+ » 24) Equation A.50.

In Equation A.50, SMTHN is an information delay that makes sure BI*(t) is gradually updated, and u is a variable that takes
on a value of zero if U(t) < U" and a value of one if U(t) > U".

The flows TBo(t) and TBj(t) are calculated according to Equations A.51 and A.52. Ordering of new beds happen according to
a yearly ordering cycle (tg0) as long as u equals 1. The MIN function in Equation A.51 ensures the size of the order never
exceeds 75 beds per year. TBi(t) is a delayed version of TBo(t) with a time delay of 7, months, representing the time it
takes to build the new tourist facilities.

TB,(t) = PULSE(MIN(75,BP(t)),tg0) * u Equation A.51.

TB;(t) = TBO(t - TBWW) Equation A.52.

Water source of new bed capacity

New tourist facilities can either be connected to the public water grid or have a private well. Which one of these the new
facility gets depends on the level of water scarcity experienced by the municipal water supply system. If water scarcity is
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severe (ggp is close to one) more of the new tourist facilities will have private wells and vice versa. The number of tourist beds
relying on public vs. private water is calculated by equations A.53 and A.54 where Bln(t) and Bly(t) are the stocks of installed
beds with public water and installed beds with private water respectively.

Bl (t) = Bl (t — dt) + (TB; * (1 — &pp))dt Equation A.53.
BI,(t) = B, (t — dt) + (TB; * egp)dt Equation A.54.
Total public water use of the tourist sector

Total public water use in the tourist sector, Qx(t), is the sum of: the total water use from tourists staying in facilities with
public water, 81,,, (t), the activity water use from tourists staying in facilities with private wells (activity water use is water
use not occurring as at the accommodation, e.g. in restaurants, beach showers, etc.), GTp(t), and the activity water use of
day trip visitors, 8y (t).

Qr(t) = O (t) + 07, (t) + 6y (1) Equation A.55.
Orm(6) = T(1) * #ﬁ;p(t) *qr % en,,, * i Equation A.56.
Orp () = T(£) * % *qr*En,,, *ip Equation A.57.
Oy () =V (t) * qv * &g,y Equation A.58.
V() = Blli(lt(j)) *V(t = 0) * Sseason Equation A.59.

In the above equations gr is the baseline water use per guest night and qy is the baseline water use per daytrip visitor. We
assume the number of visitors, V(t), to grow in line with the tourist sector, BI(t), and to follow the same seasonal pattern as
the tourists, Sseason. We also assume that temperature and affluence have the same effect on tourist water use as they do on
household water use.

Graphical representation of the Tourist Water Use Module
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Figure A.10. Tourism Module

Complete list of equations for the Tourist Water Use Module

Abbreviations

S = Stock

F = Flow

C = Constant

A = Auxiliary

D = Data input

I = Initial value

T = Graphical/Lookup Table

Table A.14. Tourist Water Use module — Constants

Type

Variable name

Unit

Value

Description

ATTRACTIVENESS_DEGRADATION
_TIME

month

1/30

This is the time it takes for the “indicated attractiveness” of Faré as a destination to
degrade when water supplies are insufficient.

INIT_DESTINATION_ATTRACTIVE
NESS

dmnl

This is the normal attractiveness of Faré as a destination. Can tale values between 0
and 1.

BEDS/PERSON

bed/person

This is the number of installed beds utilized per tourist.

DESIRED_GROWTH

beds

235

This is how many beds the tourist sector plans for in each planning cycle. A planning
cycle lasts for three years and each year the tourist sector can build about 8-12 new
tourist houses. The number of houses that can be built per year is limited by the time
it takes to build each house and the start of the tourist season. The new houses need
to be finished by to the start of the tourist season and this means that on average 10
new houses can be added per year. Each house has on average 4-9 beds, giving a
desired growth per planning cycle of 120 - 270 beds depending on what type of
houses are built.

Source: Rolf Lindvall, Sudersand Resort, personal communication 2020-10-15.

DESTINATION_ATTRACTIVENESS

dmnl

This is a measure representing how attractive Fard is as a holiday destination. It can
take values between 0 and 1, zero being very low and one being the high level of
attractiveness experienced in the last 20 years. At a value of one bed capacity is the
limiting factor to the number of tourists visiting Faro every year. As our base case we
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assume destination attractiveness is constant throughout our simulation but other
assumptions can be introduced by adjusting the value of the parameter.

| INIT_BEDS beds 290 This is the number of beds at the start of the simulation period (January 2000).
Source: Rolf Lindvall, Sudersand Resort, personal communication 2020-10-15.

| INIT_BEDS_OR_ORDER beds 90 This is the number of beds on order at the start of the simulation (January 2000)

| INIT_BEDS_PLANNED beds 180 This is the number of beds planned at the start of the simulation (January 2000).

| INIT beds 0 This is the number of tourist beds with their own water wells at the start of the

BEDS_WITH_PRIVATE_ WATER = simulation (January 2000).

| INIT BEDS_WITH_PUBLIC_WATER | beds 290 This is the number of tourist beds with public water at the start of the simulation
(January 2000).

| INIT_CAPACITY_UTILIZATION dmnl 1 This is the capacity utilization at the start of the simulation (January 2000)

| INIT_TOURISTS people 0 This is the number of tourists on Faro at the start of the simulation (January 2000).

| INIT_DAYTRIPS_PER_YEAR people 1000 This is the number of day trip visitors per year at the start of the simulation (January
2000).

C ORDERING_CYCLE month 12 This is how often new beds are ordered to the tourist sector (Rolf Lindvall, Sudersand
Resort, 2020-10-15).

C PLANNING_CYCLE month 36 This is how frequently Beds planned is adjusted. According to Sudersand Resort (Rolf
Lindvall, Sudersand Resort, 2020-10-15), they have a planning cycle of "a couple of
years" years, for which they plan upcoming expansions and investments.

C ACTIVITY_WATER_USE_PER_GUE | Meter”3/p 0.6 This is the estimated water use per guest night from activities not related to

ST NIGHT erson/mon accommodation. Even tourist cottages and hotel rooms with their own wells will
th consume part of the water from their stay using municipal water sources (showers,
food and drink, activities, etc.). (Gossling et al., 2012).
C DEFICIT_THRESHOLD Meter?3/y 650 This is a parameter representing the sensitivity of the municipality to water scarcity. It
ear can be interpreted as the amount of water that can be transported each year before
limitations are imposed on tourism expansion.

C TARGET_CAPACITY_UTILIZATION 0.92 dmnl This is the desired level of capacity utilization of the tourist sector. If the capacity
utilization the previous year is above the TARGET_CAPACITY_UTILIZATION this will
trigger a desire to invest in new beds.

Calibration against observed capacity investments has been used to achieve an
estimated value of 0.92.
C TIME_TO_ADJUST_DESIRED_CAP month 20.4 This is the time for "desired capacity" to update to the level of “capacity utilization”.
ACITY A lower value will give more vigorous reactions to changes in "capacity utilization”
and a higher value will give a more dampened response.
C TIME_TO_BUILD_BACK_ATTRACT | month 12 This is the time delay to build back destination attractiveness following a degradation
IVENESS caused by water supply failure.
C TIME_TO_DEGRADE_ATTRACTIVE | month 1 This is the time for destination attractiveness to degrade in case of a water supply
NESS failure.

C TIME_TO_INCREASE_CAPACITY month 12 This is the time to build and install new bed capacity (Rolf Lindvall, Sudersand Resort,
2020-10-15).

C TOURIST_ADJUSTMENT_TIME month 0.5 This is how long time it takes for tourists to arrive/depart from Faré when the tourist
season starts/ends.

Table A.15. Tourist Water Use module — Stocks and Flows
Type Variable name Equation Unit Description
S Beds(t) = Beds(t - dt) + (installing_new_beds) * dt bed This is the stock of installed beds available for
tourists. The number of beds increase by the flow
installing_new_beds

F installing_new_beds = DELAY(bed_orders, bed/month Installing_new_beds drain the stock of

TIME_TO_INCREASE_CAPACITY) Beds_on_Order. The rate is equal to the flow
bed_orders but with a fixed time delay
(represented by TIME_TO_INCREASE_CAPACITY).
The delay represents the construction time to
build new facilities.

S Beds_on_Order(t) = Beds_on_Order(t - dt) + (bed_orders - bed This stock represents beds under construction. It

installing_new_beds) * dt increases by the inflow of bed_orders and
decreases by the outflow installing_new_beds.

F bed_orders = PULSE(ORDER_SIZE, 1, ORDERING_CYCLE) bed/month bed_orders represent the ordering of new beds by

*desire_to_invest_in_new_capacity the tourist facility. It drains the stock of
Beds_Planned and ads to the stock of
Beds_on_Order. Orders are done according to a
fixed ordering cycle (once per year). New orders
only occur if there is a
desire_to_invest_in_new_capacity, which depends
on the level of capacity utilization in the last year.

S Beds_planned(t) = Beds_planned(t - dt) + (adding_beds_to_plan - bed Beds_Planned is a stock variable representing the

bed_orders) * dt planned bed capacity growth for the coming three
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years by the tourist facilities. More beds are
added to the plan by the flow
adding_beds_to_plan and the stock is drained by
bed_orders as new beds are being ordered.

adding_beds_to_plan = IF bed/month The tourist facilities on Féré plan for capacity
effect_of_water_deficit_on_tourism_expansion expansion following a three year planning cycle.
>0 Every three years (= the duration of the
THEN PLANNING_CYCLE) the desired capacity is
PULSE(gap_between_desired_and_indicated_ca compared to the installed capacity. If there are no
pacity* restrictions on tourism expansion imposed by the
effect_of_water_deficit_on_tourism_expansion, municipality then the number of new beds added
1, PLANNING_CYCLE) to the stock of Beds_planned will equal the
ELSE gap_between_desired_and_indicated_capacity. If
PULSE(gap_between_desired_and_indicated_ca water scarcity on the municipal grid increases,
pacity* then the
"Off- effect_of_water_deficit_on_tourism_expansion
grid_GW"."proportion_of_well_sites_<100_mg/I will cause only a fraction of the
_ClI", 1, PLANNING_CYCLE) gap_between_desired_and_indicated_capacity to

be installed.

If water scarcity is severe, no new beds will be

allowed by the municipality. In this situation we

assume the tourist facilities will drill their own
wells instead of relying on the public grid to supply
water to their new facilities (Rolf Lindvall,

Sudersand Resort, personal communication 2020-

10-15). When this occurs, the number of new beds

added to the Beds_planned stock each planning

cycle will be limited by the
proportion_of_well_sites < 100 mg/I Cl. In other
words, groundwater chloride concentration
becomes the limiting factor to tourism expansion.
Beds_with_Private_wate | Beds_with_Private_water(t - dt) + bed Beds_with_Private_water represents the number
r(t) = (adding_beds_with_public_water) * dt of installed tourist beds that rely on private wells
for their water supply. This is a subset of the total
number of installed Beds stock.
adding_beds_with_priva | installing_new_beds*effect_of_water_deficit_o bed/month This flow adds new beds to the stock of
te_water = n_tourism_expansion Beds_with_Private_water and is a co-flow to the
installing_new_beds flow that is active when
municipal restrictions on grid expansion force
tourist facilities to drill own wells.
Beds_with_Public_Wate Beds_with_Public_Water(t - dt) + bed Beds_with_Public_water represents the number of
r(t) = (adding_beds_with_private_water) * dt installed tourist beds that rely on the municipal
grid for their water supply. This is a subset of the
total number of installed Beds stock.

This flow adds new beds to the stock of
adding_beds_with_publi | installing_new_beds*(1- bed/month Beds_with_Public_water and is a co-flow of the
c_water = effect_of_water_deficit_on_tourism_expansion) installing_new_beds flow. As water deficit

increases the fraction of new beds added that

have public water decreases.
Capacity_Utilization(t) = Capacity_Utilization(t - dt) + dmnl The level of capacity utilization is modelled as a
(adding_capacity_utilized - stock that can take values between 0 and 1. In
resetting_capacity_utilized) * dt month 7 each year the level of the stock is
recalculated so it takes on a new value
representing the fraction of tourist beds in use at
the peak of the tourist season that year. Doing so
the Capacity_Utilization stock is always updated
based on the tourist occupancy rate from last year.
adding_capacity_utilized | IF Monthly_counter =7 dmnl/month The adding_capacity_utilized flow updates the
= THEN bedding_capacity_utilized_per_month/DT Capacity_Utilization stock with a new value month
ELSE O 7 of each year.
resetting_capacity_utiliz | IF Monthly_counter =7 dmnl/month This flow resets the Capacity_Utilization stock in
ed= THEN capacity_utilization/DT month 7 each year by extracting the value from
ELSE O the previous year.
Destination_Attractiven Destination_Attractiveness(t - dt) + dmnl This is a stock representing how attractive Fard is
ess(t) = (attractiveness_recovery - as a holiday destination to potential tourists.
attractiveness_degradation) * dt
attractiveness_recovery MIN(attractiveness_gap, dmnl/month If Destination_Attractiveness is lower than the

Indicated_Attractiveness-
Destination_Attractiveness)/TIME_TO_BUILD_B
ACK_ATTRACTIVENESS

Indicated_Attractiveness the gap between the two
will be closed after a set time delay.
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F attractiveness_degradati | (Destination_Attractiveness- dmnl/month If Destination_Attractiveness is higher than the
on= Indicated_Attractiveness)/TIME_TO_DEGRADE_ Indicated_Attractiveness the gap between the two
ATTRACTIVENESS will be closed after a set time delay.
S Indicated_Attractiveness | Indicated_Attractiveness(t - dt) + dmnl This is the target Destination_Attractiveness. It
(t)= (indicated_attractiveness_regeneration - reacts quickly to water supply failures and sets the
indicated_attractiveness_degradation) * dt goal for the stock Destination_Attractiveness.
F indicated_attractiveness | DELAY(indicated_attractiveness_degradation, dmnl/month The Indicated_attractiveness is updated each time
_regeneration = DURATION_OF_DEFICIT) step.
F Indicated_attractiveness | IF dmnl/month
_degradation = Water_Supply_Demand_Balance.water_supply_
deficit >0
THEN MIN(1-Value_added,
Indicated_Attractiveness)/ATTRACTIVENESS_DE
GRADATION_TIME
ELSE O
S Tourists(t) = Tourists(t - dt) + (net_arrivals) * dt people The Tourists stock represents tourists staying at
tourist facilities connected to the public grid on
Faro.
F net_arrivals = (target_tourists- people/mont | The net flow of tourists to and from the island is
Tourists)/tourist_adjustment_time h formulated as a gap closing function where the
number of tourists is compared to a target number
of tourists and the gap is closed over a set
adjustment time.
Table A.16. Tourist Water Use module — Auxiliary Calculations
Type Variable name Equation Unit Description
A attractiveness_gap = SMTHN((Indicated_Attractiveness- dmnl This is the difference between the actual
Destination_Attractiveness), attractiveness of Faro as a destination and the
TIME_TO_BUILD_BACK_ATTRACTIVENESS, 3) perceived attractiveness by potential future visitors.
We assume that if attractiveness is degraded due to
water shortages it will take some time before the
perceived attractiveness responds to the change.
Similarly, building back attractiveness will take time
even after the water supply disruption has been
resolved.
A bedding_capacity_utilize | IF tourist_season =1 dmnl During the tourist season the bed capacity utilization
d_per_month = THEN Tourists/Beds * "BEDS/PERSON" is the number of tourists divided by the number of
ELSEO beds installed. Outside the tourist season the
bedding capacity utilization is not measured by the
tourist facility because the occupancy rate is
neglectable.
A day_trip_visitors_per_ye | (Beds/INIT(Beds)) people We assume the number of day trip visitors (not
ar= *INITIAL_DAY_TRIPS_PER_YEAR staying over night on the island) scales with the
overall size of the tourist sector (measured by the
number of installed beds).
A day_trip_visitors_water_ | visitors*water_use_per_day_trip_visitor meter?3/m | The water use by day trip visitors is the product of
use = onth the number of visitors and their average water use
per person and day.
A desire_to_invest_in_ne IF Dmnl If 0 then there is no desire to make new investments.
W_capacity = capacity_utilization<TARGET_CAPACITY_UTILIZA If 1 then there is a desire to invest in new capacity.
TION THEN O
ELSE 1
A desired_capacity = SMTHN(Beds+desire_to_invest_in_new_capacit bed The desired bed capacity of the tourist facility is the
y*DESIRED_GROWTH,TIME_TO_ADJUST_DESIRE installed beds plus the desired growth. Desired
D_CAPACITY, 24, 290) capacity does not react instantaneously to changes
in demand for tourist facilities. Instead a two year
smooth function is used to replicate the decision
process of the hotel owners before they invest in
more beds.
A duration_of_deficit = IF DEFICIT_SWITCH =0 THEN O month If water demand exceeds supply on the public grid
ELSE IF DEFICIT_SWITCH = 1 THEN 0.033 there will be a supply failure. This variable sets the
ELSE IF DEFICIT_SWITCH = 2 THEN 0.25 duration of a potential supply failure on the public
ELSE 1 grid. The supply failure can las for one day, one week
and one month.
A fraction_of_beds_with_ Beds_with_Public_Water/(Beds_with_Private_w | dmnl This is the fraction of installed beds that rely on the
public_water = ater+Beds_with_Public_Water) municipal grid for their water supply.
A gap_between_desired_a | desired_capacity- bed This is the difference between the desired and

nd_indicated_capacity =

(Beds_planned+Beds_on_Order+Beds)

desired bed capacity.
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order_size = MIN(75, Beds_Planned) bed The number of new beds ordered each ordering
cycle is 75 beds or the number of beds planned,
whatever is the smallest number.
target_tourists = Beds*tourist_season* people This is the target of the Tourists stock each month.
Destination_Attractiveness/"BEDS/PERSON"
tourism_water_use = Tourists*(1- meter?3/m | This is the total water use from tourists each month.
fraction_of_beds_with_public_water)*public_w onth It includes the activity water use of tourists staying in
ater_use_per_private_water_guest_night*Wate facilities with private wells and the full water use of
r_Demand.Water_Use_Index + tourists staying in facilities with public water. The
Tourists*fraction_of_beds_with_public_water* water use adjusts with the water use index.
water_use_per_guest_night*Water_Demand.W
ater_Use_Index
tourist_sector_water_us | tourism_water_use+day_trip_visitors_water_us meter?3/m | This is the total water use from the entire tourism
e= e onth sector.
visitors = day_trip_visitors_per_year*annual_distribution people The total yearly number of visitors are distributed
_of_visitors according to the seasonal distribution of the
annual_distribution_of_visitors_function (the
majority visiting in the peak summer).
water_use_per_day_trip | .WATER_USE_PER_DAY_TRIP_VISITOR* meter?3/p Water use per visitor is a function of the base level
_visitor = Clim.effect_of _TMAX_on_PC_water_use erson/mon water use multiplied by an effect function that cause
th per capita water use to increase when temperatures
are high according to studies by (Dimki¢, 2020).
water_use_per_guest_ni | .WATER_USE_PER_GUEST_NIGHT*Clim.effect_o | meter*3/p Water use per tourist is a function of the base level
ght= f_TMAX_on_PC_water_use erson/mon water use multiplied by an effect function that cause
th per capita water use to increase when temperatures

are high according to studies by (Dimki¢, 2020).

The Public Water Supply Demand Balance module
The Public Water Supply Demand Balance (PSDB) module keeps track of the total public grid water demand, regulates desired
water extraction from the municipal aquifer, monitors the need for supplementary water transports to meet demand, and
calculates the net profits of the municipal water supply system on the island. When there is a risk that water demand on the
public grid exceeds the local supply capacity, the municipality will supplement the local grid with water transports from

outside the island.

Key operations performed in the module:

e  Calculates the desired pumping from the municipal aquifer based on water demand from the household and tourist

sectors.

e  Calculates the required water transports as the difference between the total public water demand and the local

water supply.

e  Calculates municipal revenues from water tariffs.
e  Calculates municipal costs from OPEX, CAPEX and costs of water transports.
e Calculates municipal net profits as the difference between revenues and costs.

Total public water demand and water transports

Total public water demand, Qotal(t), is the sum of the water demand from households with public water, Qu(t), and the public
water demand in the tourist sector Qr(t) (Equation A.60). The desired extraction from the municipal aquifer, E*(t), equals Quotal
plus an additional margin to account for filtration losses, yioss, When the water is treated (Equation A.61).

Qtotar(t) = Qr(£) + Qm(t)

E*(t) = Qtotar(t) * (1 + Vioss)

Equation A.60.

Equation A.61.

Water transports, Qtansport(t), is the difference between Qotal(t) and the volume of clean water exiting the municipal water
plant, Qqean(t) (Equation A.62).

Qtransport(t) = Q[otal(t) - cheun(t) = Qtotal(t) - (E(t) *(1— YInss)) Equation A.62.

Municipal net profits

38




Net profits, Xnet(t) is the difference between municipal revenues, Xre(t), and municipal costs, Xcost(t) (Equation A.63). Xrev(t)
and, Xcost(t) are calculated according to Equations A.64 and A.65 respectively.

Xnet () = Xrev(t) = Xcost (£) Equation A.63
Kreo(®) = (Hin(©) + ‘i’ﬁ”) “Vree, + Quotat (D) * P + 5 (0) * Ve, Equation A.64
Xeost(t) = Xopex(t) + Xeapex (€) + Xeranspore () Equation A.65
Xeapex(t) = Sm(t) * Veost, Equation A.66
Xeransport £) = Qtransport(t) * Ycost, Equation A.67

Municipal revenues are composed of: (1) a yearly fee, yy.,, paid by every consumer unit connected to the grid. The total
number of units is the on-grid households (Hm(t)) plus the installed beds divided by YBeqwr which is a weighting factor used to
calculate the yearly fee for tourist facilities; (2) a consumption-based fee, p,,, multiplied by the total water use, Qtotal(t); and
(3) a connection fee yy,,, that is paid by all new connections to the public grid Sm(t).

Municipal costs consist of: (1) operational costs, Xopex(t), Which are assumed to be constant, (2) capital investment costs,
Xeapex(t), Which is the cost associated with extending the grid to new units and is the product of new connections multiplied
by a fixed connection fee, Ycost,, and (3) costs of water transports, X¢ransport (t), Which is the product of the volume of water
transported per month and a fixed cost per cubic meter, y¢ost,-

Graphical representation of the Public Water Supply Demand Balance Module
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Figure A.11. Public Water Supply Demand Balance Module

Complete list of equations for the Public Water Supply Demand Balance Module

Abbreviations

S = Stock

F = Flow

C = Constant

A = Auxiliary

D = Data input

| = Initial value

T = Graphical/Lookup Table
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Table A.17. Public Water Supply Demand Balance module — Constants

Type Variable name Unit Value Description

C BEDS_PER_HOUSEHOLD_EQUIVALENT beds/house | 4 Local water tax is calculated using “household equivalents”. We estimate
that four tourist beds correspond to one household equivalent and is taxed
accordingly. The possible range is wide since the number of beds per rental
apartment/cottage/studio varies. We assume a plausible range of 2-8
beds/household equivalent.

C CONNECTION_FEE SEK/house 199 392 This is a fee paid by households when they get connected to the public water
grid (Region Gotland, 2019).

- 199 392 SEK/house inc. taxes for water and sewer connection.

- 111 854 SEK/house inc. taxes for only water connection.

C INIT_CONSUMER_WATER_PRICE SEK/meter® | 26.72 This is the price per meter”3 of public water paid by consumers (Region
3 Gotland, 2019).
C PIPING_PER_ADDED_HOUSEHOLD km/house 0.1 This is the average length of new water and sewer pipes needed for every

new household added to the public grid in case of expansion. We assume
priority will be given to houses near the existing grid.

C SEK/km PIPE SEK/km 1000 000 | Installation of new water pipes cost 1 (+/- 0.3) MSEK/km (Sjéstrand et al.,
2019).
C SEK/m3_WATER_IMPORTED SEK/meter® | 125 This is the average cost per cubic meter of water transported to Faro.
3 Estimated based on an hourly rate at 1043 SEK from the trucking company.

During the summer period on average two trips are made per day = 8 hours.
With 30 days per month this gives a monthly cost of about 250 000 SEK.
Assuming an average of 2000 m3 of water transported per month during the
tourist season this gives a cost of 125 SEK/m3. Source: Lars Westerlund,
Region Gotland, personal communication, 2 Mars 2021.

C TIME_TO_ADJUST_PERCEPTIONS month 72 This is the time it takes for the perception about magnitude local water
supply deficit to be update, and to trigger a reaction in the form of
restrictions on water use and tourism expansion. It is an indicator of how fast
the organization will react to deficit in local water supply capacity (e.g. by
imposing restrictions or limiting growth in the tourist sector).

The time delay is estimated to 72 months based on the observation that the
local water supply deficit was first seen in 2006 (when water imports started)
but it took to 2012 until the realization about the deficit in local water supply
capacity resulted in actions to limit growth in the water-demanding tourism

sector.
C YEARLY_FEE_PER_HOUSEHOLD_EQUIV SEK/month 1185/12 This is the fee every household equivalent connected to the public grid pays
ALENT_DIVIDED_PER_MONTH /house for his/her water services (Region Gotland, 2019).

Yearly fee excluding tax = 1185 SEK/household/year equivalent
Yearly fee including tax = 1481,25 SEK/household equivalent/year

Table A.18. Public Water Supply Demand Balance module — Auxiliary Calculations

Type Variable name Equation Unit Description
A CAPEX_new_pipes = Housing.new_grid_connections* SEK/month The capital expenditures the municipality have to pay
"SEK/km_PIPE"*PIPING_PER_ADDED_H for expanding the public grid is the product of the
OUSEHOLD number of new houses added to the grid, the distance
of piping needed and the cost per kilometer of new
pipe added.
A clean_water_out_from_UIl | GW.extraction*(1- meterA3/month | This is the volume of water reaching the public grid
ahau = FRACTION_LOST_IN_FILTRATION)/"mm after filtration and treatment.
/metern3"
A consumer_water_price = INIT_CONSUMER_PRICE_PER_m3_WAT SEK/meter”3 The consumer water price is the price per cubic meter
ER*water_price_adjustment of water consumed by consumers on the public grid. It

can be adjusted by changing the
water_price_adjustment policy parameter.

A costs = costs_of_water_imports+ SEK/month This is the total cost the municipality pays to supply
municipal_opex+ CAPEX_new_pipes water to the public grid each month. Includes
operational and capital investments and the additional
costs for water imports.

A costs_of_water_imports = SEK/m3_WATER_IMPORTED*water_im SEK/month The costs of water imports is the product of the
ported volume imported each month and the cost per cubic
meter.
A desired_pumping = MAX(0, meter?3/month | The volume of water the municipality would like to
(total_public_water_demand/(1- extract from the municipal aquifer each month. The

TEMPORAL_AQUIFER was an aquifer supplying water
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FRACTION_LOST_IN_FILTRATION)) -
TEMPORAL_AQUIFER )

to the municipal grid for a short period in 2015-2016. It
is no longer in use.

FRACTION_LOST_IN_FILTR | O+ STEP (0.15, 73) + STEP (0.15, 133) dmnl This is the fraction of extracted water from the public
ATION = aquifer that is lost in the filtration/treatment process
of the water. It has increased in two steps since 2000
due to stricter regulations on water quality.
household_equivalents = Housing.Houses_with_Public_water + houses The total number of household equivalents connected
(Tourism.Beds/BEDS_PER_HOUSEHOLD to the public grid.
_EQUIVALENT)
municipal_opex = IF TIME < 132 SEK/month In 2011 a new water treatment plant was introduced.
THEN 25000 Prior to this date only very basic water treatment had
ELSE 75000 been used, with limited costs (estimated to 25 000
SEK/month). However, the new treatment plant was
needed to ensure sufficient water quality. The new
treatment facility is rented by the municipality with an
estimated cost per month at 75 000 SEK.
(Lars Westerlund, Region Gotland, personal
communication 2 March 2021)
net_profits = CumMonthlyToYearlySEK(revenues_fro SEK/year The yearly net profits of the municipal water system.
m_VA_tariff-costs)
OPEX_water_imports = "SEK/m3_WATER_IMPORTED"*water_i SEK/month The operational expenditures of municipal water
mported imports/transports.
perceived_yearly_imports SMTHN(yearly_imports, meter”3/year It takes time for the municipality to perceive, plan and
= TIME_TO_ADJUST_PERCEPTIONS,12 ) react to the growing water imports. An information
delay is used to capture this inertia in the system.
revenues_from_VA_tariff (YEARLY_FEE_PER_HOUSEHOLD_EQUIV | SEK/month This is the total revenues to the municipality from the
= ALENT_DIVIDED_PER_MONTH*househo water services they supply. It includes a yearly fee per
Id_equivalents)+ household equivalent, a consumption-based tariff and
(total_public_water_supply*consumer_ a connection fee for all new consumers that are added
water_price)+ to the gird.
Housing.new_grid_connections*CONNE
CTION_FEE
total_public_water_dema Water_Demand.on_grid_water_deman meter”3/month | The total water demand by all consumers on the
nd= d[Permanent]+ municipal grid.
Water_Demand.on_grid_water_deman
d[Parttime]+
Tourism.tourist_sector_water_use
total_public_water_supply | clean_water_out_from_Ullahau + meter”3/month | The total supply of water to the public grid.
= water_imported +
TEMPORAL_AQUIFER
water_demand_remaining | total_public_water_demand- meter?3/month | The water demand remaining after what water can be
_after_pumping = clean_water_out_from_Ullahau produced from the municipal aquifer has been
produced.
water_imported = MAX(O, meter?3/month | The volume of water imported/transported each
water_demand_remaining_after_pump month is the water demand remaining after extraction
ing- from the municipal aquifer (and the
TEMPORAL_AQUIFER TEMPORAL_AQUIFER in 2015-2016).
water_supply_deficit = MAX(0, total_public_water_demand- meter?3/month | The water supply deficit. This occurs if total water
total_public_water_supply) demand is greater than the total water supply on the
public grid.
yearly_deficit = CumMonthlyToYearly(water_supply_de | meter”3/year This is the accumulated water deficit per year on the
ficit) municipal grid.
yearly_imports = CumMonthlyToYearly(water_imported) meter”3/year This is the accumulated water imports/transports per
year.
yearly_public_water_dem CumMonthlyToYearly(total_public_wat meter”3/year This is the accumulated water demand per year on the

and =

er_demand)

municipal grid.
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General constants, time series and graphical functions

Abbreviations

S = Stock

F = Flow

C =Constant

A = Auxiliary

D = Data input

| = Initial value

T = Graphical/Lookup Tab

le

Table A.19. Assumptions & constants

Top level

Type Variable name Value Unit Description

C WATER_USE_PER_CAPITA 3.6 Meter?/person/month | This is the estimated average water use per person and month, estimated
from the national average (Swedish Water, 2020)and down adjusted
according to estimates by Region Gotland (Lars Westerlund, personal
communication 2 March 2021).

C WATER_USE_PER_DAY_TRIP_VISI | 0.3 Meter?/person/month | This is the estimated water use of tourists and visitors excluding water use

TOR associated with accommodation according to Géssling et al (2012).
Corresponding to 10-30 liter/person/day.

C WATER_USE_PER_GUEST_NIGHT | 2.4 Meter3/person/month | This is the average water use per guest night multiplied by 30 to give the
water us per tourist month. This corresponds to 80 liter/person/day
(Gossling et al., 2012).

C SEED = NAN dmnl Sets the seed used for the simulation.

C DEFICIT_SWITCH = 0 dmnl This parameter allows us to experiment with different durations of water
supply failures on the public grid. If there is a water supply deficit in the
municipal system and the switch is set to 0, the duration of the deficit is
assumed to be too short to affect attractiveness.

If the switch is set to 1 we assume the deficit lasts for one day.
If the switch is set to 2 the deficit is assumed to last one week.
If the switch is set to 3 the deficit is assumed to last one month.

C water_price_adjustment = 0 dmnl This is a policy variable to explore the effect of water price changes on the
public grid. The value assigned represents the fractional change in
consumer water price compared to the baseline water price used in the
simulation.

C POLICY_SWITCH_Expansion_of P | IFTIME | dmnl This is a policy variable used to explore the effect of introducing a

ublic_grid = <265 municipal policy of expanding the public water grid. Assigning the
THEN O parameter a value of 1 introduces a policy where the municipal gird starts
ELSE O expanding after time 265.
Table A.20. Graphical functions and time-dependent variables
Type Variable name Value Unit Description
T demand_multiplier = GRAPH(TIME) dmnl | This is the estimated quantity demand for houses on Far6
(0,1.00) (12,0.92) (24,0.87) (36,1.01) (48, normalized to year 2000. Based on data on summer house prices
0.86) and summer houses sold on Gotland between 2000 and 2020
(60,1.10) (72,1.06) (84,1.25) (96,1.03) (SCB). The trend in demand growth seen in 2000 to 2020 is
(108,1.25) extrapolated to the period 2020 to 2050.
(120,1.18) (132,1.16) (144,0.91) (156,1.39)
(168,1.38)
(180,1.73) (192,1.75) (204,1.49) (216,1.44)
(228,1.48) (240,1.78) (252,1.64) (600,2.79)
T summer_house_seaso | GRAPH(Monthly_counter,summer) dmnl | This is the fraction of part-time households that are in use any
n= (1.00, 0.045), (1.50, 0.045), (2.00, 0.049), given month of the year. Based on estimates by Region Gotland
(2.50, 0.045), (3.00, 0.045), (3.50, 0.047), (Lars Westerlund personal communication 11 May 2020).
(4.00, 0.073), (4.50, 0.091), (5.00, 0.128),
(5.50, 0.170), (6.00, 0.500), (6.50, 0.788),
(7.00, 1.000), (7.50, 0.715), (8.00, 0.276),
(8.50, 0.193), (9.00, 0.107), (9.50, 0.089),
(10.00, 0.056), (10,50, 0.049), (11.00, 0.047),
(11.50, 0.045), (12.00, 0.044), (12.50, 0.044),
(13.00, 0.045)
T effect_of_GW_level_o | GRAPH(GW_level) dmnl | If the groundwater table reaches the root zone it becomes
n_deep_ET = (-4.0,0.0), (-3.6, 0.1), (-3.2, 0.2), (-2.8, 0.3), (- available for evapotranspiration. At depths deeper than 4 meter
2.4,0.4),(-2.0,0.5), (-1.6, 0.6), (-1.2, 0.7), (- the groundwater is unavailable to plant roots but availability
0.8, 0.8), (-0.4, 0.9), (0.0, 1.0) increases linearly as the water table rises into the root zone.
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effect_of_GW_level_o | GRAPH(GW_level[Aquifer_GW]- dmnl | Pumping capacity declines as the groundwater table approaches
n_pumping = WELL_DEPTH) the depth of the municipal wells.
(0.0,0.0), (0.1,0.1), (0.2, 0.2), (0.3, 0.3),
(0.4,0.4), (0.5,0.5), (0.6, 0.6), (0.7, 0.7),
(0.8,0.8), (0.9,0.9), (1.0, 1.0)
annual_distribution_o | GRAPH(Monthly_counter) dmnl | This is the fractional distribution of yearly visitors per month.
f_visitors = (0, 0.005), (1, 0.010), (2, 0.010), (3, 0.010), Based on data from Region Gotland (Region Gotland, 19 March
(4, 0.010), (5, 0.012), (6, 0.009), (7, 0.400), 2020) and validated through personal communication, Lars
(8,0.014), (9, 0.014), (10, 0.012), (11, Westerlund Region Gotland 11 May 2020).
0.010), (12, 0.005)
effect_of_water_defici | GRAPH(Water_Imports.perceived_yearly_i dmnl | Water supply deficit on the public gird causes a non-linear effect
t_on_tourism_expansi | mports/DEFICIT_THRESHOLD) on tourism expansion. Only when the perceived water transports
on= (0.0, 1.0), (0.1, 1.0), (0.2, 1.0), (0.3, 1.0), are very high (90 % of the deficit threshold) do we see a response
(0.4, 1.0), (0.5, 1.0), (0.6, 1.0), (0.7, 1.0), in the form of limitation on tourism expansion.
(0.8,1.0), (0.9, 0.9), (1.0, 0.0)
tourist_season = GRAPH(Monthly_counter) dmnl | The tourist season is centered around the summer months (June,
(0.0, 0.0), (0.5, 0.0), (1.0, 0.0), (1.5, 0.0), July and August) with a peak in July.
(2.0,0.0), (2.5, 0.0), (3.0, 0.0), (3.5, 0.0),
(4.0,1.0), (4.5, 1.0), (5.0, 1.0), (5.5, 1.0),
(6.0, 1.0), (6.5, 1.0), (7.0, 1.0), (7.5, 1.0),
(8.0, 0.0), (8.5, 0.0), (9.0, 0.0), (9.5, 0.0),
(10.0, 0.0), (10.5, 0.0), (11.0, 0.0),
(11.5,0.0), (12.0, 0.0)
Value_added = GRAPH(DURATION_OF_DEFICIT) dmnl | The duration of a water supply failure has nonlinear impacts on
(0.0, 1.0), (0.033, 0.28), (0.25, 0.0), (1.0, 0.0) the value creation of the tourist sector. Water supply failures
longer then one day would force many tourist facilities to close
down. The effect of water disruption on value added is based on
results from Sjostrand et al. (2020).
TEMPORAL_AQUIFER TEMPORAL_AQUIFER = GRAPH(TIME) mete | The temporal aquifer was used in the summer months between
= (0, 0), (194, 0), (195, 0), (196, 2100), (197, 3/ 2016 and 2018. Data from Region Gotland.
2100), mont
(198, 2100), (199, 2100), (200, 0), (201, 0), h

(202, 0),

(203, 0), (204, 0), (205, 0), (206, 0), (207, 0),
(208, 0),

(209, 300), (210, 1800), (211, 600), (212, 0),
(213, 0),

(214, 0), (215, 0), (216, 0), (217, 0), (218, 0),
(219, 0),

(220, 0), (221, 1700), (222, 1700), (223,
1300), (224, 0)
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Appendix B — Calibration inputs and assumptions

Table B.1. Complete list of inputs and outputs used in partial- and full model calibration. The first column, from left to right,
indicates the module, the second column contains the payoff variables used in the calibration. Column number three contains
names of the calibrated parameters, column four shows the calibration range explored for each parameter, and column five
provides the estimated parameter value. The sixth column provides references to the source of the applied calibration range,
and in column seven contains additional comments with regards to the estimated parameter values.

Payoff Calibrated Calibrati
Module ?yo 4 2 orate 1 alibration Estimate References and range assumptions Comments
variables’ range
Water
holding 140-220 180 Range estimated from soil samples The estimated water holding capacity is in line
capacity of mm/meter® provided by Region Gotland. with estimates from available soil sample data.
medium
Studies by Zhang et al. (2008) show large
variations in the value of the discharge factor
Discharge 0.0-1.0 parameter between aquifers. A more or less
oubi Factor dmnl/month 0.01 Range taken from Zhang et al. (2008) uniform probability distribution is suggested,
\: c Groundwater ranging from 0.0 to 1.0. Our estimate is in the
N a‘elr level lower, but plausible, range of the distribution.
upply Retention Studies by Zhang et al. (2008) show a majority of
Factor al 0.0-1.0dmnl 0.65 Range taken from Zhang et al. (2008) aquifers having values between 0.5 and 0.8. Our
estimate fits well within this range.
Studies by Zhang et al. (2008) show a majority of
ET Factor a2 0.0-1.0 dmnl 0.6 Range taken from Zhang et al. (2008) aquifers having values between 0.55 and 0.8.
Our estimate fits well within this range.
GW AT 0.5-3months | 0773 Estimated by the modelers. A percolation time of about three weeks is
assumed r for the studied area.
Water " " . "
holding 75140 Estimated from Wolff (1982) and studies The estimated water holding capacity s in line
capacity of mm/meter® 100 by Dahlquist et al. (2015) with representative values for limestone
" . N provided by Wolff (1982).
medium
Hydraulic 0.1-5.8 Range estimated from the digital map of The range for hydraulic conductivity is taken
e 0.13 ) o > from a geological model developed by SLU. The
N conductivity m/month hydrological conductivity provided by SGU S
Private value can vary signific:
Gr —
Water level Retention Studies by Zhang et al. (2008) show a majority of

Supply Factor a1 0.0-1.0 dmnl 0.65 Range taken from Zhang et al. (2008) aquifers having values between 0.5 and 0.8. Our
estimate fits well within this range.
Studies by Zhang et al. (2008) show a majority of
ET Factor a2 0.0-1.0 dmnl 0.6 Range taken from Zhang et al. (2008) aquifers having values between 0.55 and 0.8.
Our estimate fits well within this range.
A percolation time of one month is assumed

GAAT 0.5 -3 months 1 Range estimated by the modelers. p for the studied area.
House Price Price (0.25) - (-0.75) Our estimate suggests housing demand is quite
elasticity of N : -0.5 Range taken from Englund (2011) . ?g g ) a
Index dmnl inelastic to changes in price.
demand
'Water Use Price Housing Supply is inelastic to price changes. This
elasticity of 0.5-(-0.5) 0.1 Range taken from IMF (2015) suggests other factors are more important
Total Houses Esup‘ply | determinants of supply than price.
o on 16 5 Estimated by the modelers The estimate is in line with the number of
. houses/month y : building permits issued between 2000 — 2020.
capacity
If the local water deficit grows large enough on
the public grid this will lead to the municipality
acting to limit further connections. Our estimate
Deficit 300 2000 ) sugges_tsthat _the murfnupahty wwl[npt restrict
3 650 Range estimated by the modelers. expansion until a considerable deficit has been
Threshold meter’/year

reached. This corresponds to the historical
development on the island where it took several
years of increased local water deficit until
restrictions were introduced.
The estimated value suggests that the tourist
Tourist Installed Time to . sector will adjust its desired capacity with a
" Range estimate based on personal A A A
Water Use Beds Adjust Himate ba € considerable time delay. Hence, a single good or
. 12 - 36 months 20.4 communication with Rolf Lindvall, : |
Desired bad season is not enough to change plans. This

Suds d Resort, 2020-10-15.
Capacity ucersand Resort, corresponds well information provided by

Sudersand resort.

Target Range estimate based on personal . y o .
Capacity 0.75-1.0 0.92 communication with Rolf Lindvall, A r"ﬁ:lz‘:‘ee‘i:f\‘;a::ln;'::f:‘°a"u‘(5 'fg‘;'c'f:rf‘”
Utilization Resort, 2020-10-15. pacity :

Range estimate based on personal A desired growth of 235 beds corresponds to an

Desired average growth rate of about 10 to 15 new
120 - 270 beds 235 communication with Rolf Lindvall, €€ & N
Growth Sudersand Resort, 2020-10-15. cottages per year, which corresponds well to the
' ) growth strategy applied by Sudersand Resort.
. " 80 liter per person and day is on the low side of
Public Total Public perp viso
the range suggested by Gossling et al. (2012).
Water Water Water Use " " N s P
80— 200 Range estimated from Gossling et al. However, many of the tourists visiting Faré are
Supply Demand Per Guest ) 80 ) M A
v liter/person/day (2012) staying at basic facilities and/or in facilities with
Demand night .
Balance water-efficient showers, WCs, etc. so the low

estimate is considered plausible.

4 See appendix A for variable documentation.
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Water Range based on national estimates " R "
Transports Water U.se . 100-140 120 provided by Swedish Water (2020) and 120 \.lter per per.son per day.\s in line with
Per Capita liter/person/day estimates provided by Region Gotland.
Region Gotland.
Hydraulic 518-777 550 Range based on soil samples from Region This estimate corresponds well to documented
conductivity meter/month Gotland. hydraulic conductivity of medium-grained sand.
This is a graphical function regulating the
. responsiveness of water extraction capacity to
Effect of Graph}cal Graphical function. Shape estimated by the level of the groundwater head. We assume
GW on function 1 e
oo colibration the modelers. that as the groundwater head approaches within
pumping one meter of the depth of the municipal wells,
extraction capacity declines linearly.
GWL 25-100 meter 51 Estimated by the modelers. The estimate is assumed plausible based on
discussions with hydrogeologists from SGU.
Aquifer The estimate is assumed plausible based on
R‘;dius 10-100 meter 217 Estimate based on the size of the aquifer.

maps of the municipal aquifer provided by

Region Gotland.

Dahlqvist, P. et al., 2015. SkyTEM-undersoékningar pa Gotland [SkyTEM analysis of Gotland].
Gossling, S. et al., 2012. Tourism and water use: Supply, demand, and security. An international
review. Tourism Management, 33(1): 1-15. DOI:10.1016/j.tourman.2011.03.015
Swedish Water, 2020. Dricksvattenfakta [Drinking water facts].
Wolff, R.G., 1982. Physical properties of rocks; porosity, permeability, distribution coefficients, and
dispersivity. 82-166. DOI:10.3133/0fr82166

Zhang, L., Potter, N., Hickel, K., Zhang, Y., Shao, Q., 2008. Water balance modeling over variable time
scales based on the Budyko framework — Model development and testing. Journal of
Hydrology, 360(1): 117-131. DOI:https://doi.org/10.1016/j.jhydrol.2008.07.021
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Appendix C. Monte Carlo inputs

Multivariate Monte Carlo simulations are used to explore a wide ensemble of plausible futures. Each
simulation of the Monte Carlo analysis the parameters presented in Table C.1 are provided a new value,
sampled from the probability distributions and specified ranges described below. Shape and range of the
distribution are based on empirical data or literature studies to the extent such information is available.
Otherwise, a uniform distribution is used with range estimated by the modelers.

Table C.1. Parameter inputs and sampling ranges used in the multivariate Monte Carlo simulations.

Variable name Distribution | Range Description

Clim.SEED Uniform 0-10000 A new seed value is generated for every simulation
in the Monte Carlo analysis.

Future precipitation [January:December] Weibull 0 - 105 [January] Monthly precipitation in 2020 — 2050 is randomly

0—74 [February] sampled from a Weibull distribution that conforms
0-69.7 [March] to the specified shape and scale parameter values
0-91 [April] calculated for each month.
0-93 [May]
0-122 [June] The shape and scale parameters are estimated
0-161 [July] from historic precipitation data (1882 — 1995)
0— 164 [August] (SMHI, 2021) and the projected monthly mean
0— 146 [September] precipitation values provided by the SMHI climate
0 - 170 [October] scenarios for Gotland (Asp et al., 2015). Future
0 - 134 [November] precipitation is bounded by the maximum
0-113 [December] observed precipitation in the historic dataset.
Future TMIN [January:December] Normal Mean, 2.65 [January] Monthly TMIN (the coldest day of the month) in
(mean, SD) Mean, 4.14 [February] 2020 — 2050 is sampled from a Normal distribution
Mean, 3.57 [March] with a mean set by the TMIN values estimated in
Mean, 1.37 [April] the SMHI climate scenarios (Asp et al., 2015) and a
Mean, 1.69 [May] standard deviation calculated from historic
Mean, 1.47 [June] temperature observations on Fard (SMHI, 2021).
Mean, 1.29 [July]
Mean, 1.35 [August]
Mean, 1.85 [September]
Mean, 1.49 [October]
Mean, 1.77 [November]
Mean, 3.45 [December]
Future TMAX [January:December] Normal Mean, 2.25 [January] Monthly TMAX (the hottest day of the month) in
(mean, SD) Mean, 2.85 [February] 2020 - 2050 is sampled from a Normal distribution
Mean, 2.67 [March] with a mean set by the TMAX values estimated in
Mean, 2.46 [April] the SMHI climate scenarios (Asp et al., 2015) and a
Mean, 2.50 [May] standard deviation calculated from historic
Mean, 1.93 [June] temperature observations on Far6 (SMHI, 2021).
Mean, 2.25 [July]
Mean, 1.90 [August]
Mean, 1.93 [September]
Mean, 1.78 [October]
Mean, 1.67 [November]
Mean, 2.49 [December]

SENS_DEMAND:SUPPLY_EFFECT_ON_PRICE Uniform 0.75-1.25 The elasticity of housing prices to the quantity
demand:quantity supply ratio is allowed to vary
+/- 25 % compared to the base case.

SENS_FUTURE_DEMAND Uniform 0.5-1.5 Assumptions about future housing demand is
allowed to vary +/- 50 % compared to the base
case.

SENS_PRICE_ELASTICITY_OF_SUPPLY Uniform 0-0.5 This is the confidence range for the price elasticity
of housing supply (International Monetary Fund.
European Dept., 2015).

SENS_SALT_SENSITIVITY Uniform -1.96-1.96 The responsiveness of groundwater chloride levels

to changes in groundwater levels is allowed to
vary within its 95 % confidence intervals (+/- two
standard deviations). This is based on the
empirical relationship between groundwater level
and chloride concentration described by equation
A.20 in appendix A.
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SENS_AFFLUENCE_ELASTICITY_OF_WATER_USE | Uniform 0.07-0.13 This is the confidence interval for the affluence
elasticity of per capita water use (Héglund, 1999).
SENS_SALT_EFFECT_ON_WELLS Uniform -1.96-1.96 The effect of changes in groundwater chloride

levels on the proportion of well-sites with chloride
concentrations exceeding 100 mg/liter Cl is
allowed to vary within its 95 % confidence
intervals (+/- two standard deviations). This is
based on the empirical relationship between
groundwater level and chloride concentration
described by equation A.21 in appendix A.

Asp, M. et al., 2015. Framtidsklimat i Gotlands Ian - enligt RCP-scenarier [Future climate in Gotland
county - according to the RCP scenarios], SMHI.
Hoglund, L., 1999. Household demand for water in sweden with implications of a potential tax on

water use. Water Resources Research, 35(12): 3853-3863.

DOl:https://doi.org/10.1029/1999WR900219

International Monetary Fund. European Dept., 2015. Sweden: Selected Issues. IMF Staff Country
Reports, 2015(330): A002. DOI:10.5089/9781513524368.002.A002
SMHI, 2021. SMHI Meteorologiska observationer [SMHI Metrological observations]. SMHI.
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Appendix D. Data inputs

Data inputs for the base run, climate data and calibration data are available in the electronic version of
the paper (https://ars.els-cdn.com/content/image/1-s2.0-S2214581822000799-mmc5.xlsx) or from the
corresponding author upon request.
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